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by the Atmospheric Electricity Hazards Group of the Air Force Flight
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entitled "Atmospheric Electricity Hazards Analytical Model Development and

Appl i cation."

The principal investigator was Dr. Rodney A. Perala of Electro

Magnetic Applications, Inc. He was assisted in this effort by two subcon-

tractors. Mr. John D. Robb, of Lightning and Transient Research Institute,

performed the part of the effort having to do with simulation. Drs. Martin A.

Uman and E. Philip Krider of Lightning Location and Protection, Inc., performed

the effort relating to environment definition. The results of their efforts

are described in the following companion reports:

1. Volume I: "Lightning Environment Modeling," by M.A. Uman and

E.P. Krider, of Lightning Location and 7'rotection, Inc.

2. Volume II: "Simulation of the Lightning/Aircraft Interaction Event,"

by J.D. Robb, of Lightning and Transients Research Institute.

The authors wish to thank the Atmospheric Electricity Hazards Group

for their support in this effort.
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CHAPTER 1

INTRODucTi ON

Recent technoloqical developments have resulted in an increased

interest in the coupling of lightning induced electromagnetic fields to

4 * aircraft. These developments include the use of advanced composite materials

which provide less electromagnetic shielding than conventional aluminum or

titanium structures, the increased use of low-level semiconductor circuits in

many mission critical subsystems, and the trend towards completely fly-by-

wire aircraft. In addition, recent data describing the lightning environment

has shown that the environment has a much larger frequency content in the air-
craft resonant regions (2-20 MHz) than was previously thought. The end result

is that the lightning/aircraft electromagnetic interaction problem needs toI

Previously, lightning coupling to aircraft has usually been accom-

plished by using low-frequency models which ignored airframe resonances and

dynamic current and chairge distributions. Models do exist however, which in-

clude these dynamic high-frequency effects. Ever since awareness of nuclear

electromagnetic pulse (NEMP) effects began, attention has been focussed upon

the problem of computing the coupling to aircraft when excited by transient

electromagnetic fields having significant spectral content in the aircraft

resonance region. Many models have been developed having various degrees of

sophistication and advantages and disadvantages. The objective of this report
is to review all of -these models and select one which would be the most

suitable for modeling the lightning/aircraft interaction event.

This report is divided into several chapters. A review of theI

lightning environment and model evaluation criteria is given in Chapter 2.

The results of a literature survey of electromagnetic coupling models are then
presented. This includes both the external (surface current and chargies) andI
internal (interior fields, voltages, and currents) coupling models in Chapters

3 and 4, respectively. The models are compared to each other and are evaluated

with respect to their applicdibillty to the lightning environment.

The models which have been selected for application to the lightning/

aircraft interaction problem are discussed in Chapter 5. These models are



implemented and installed at the Air Force Flight Dynamics Laboratory Computing

Center. User's Manuals for these codes are given in separate documents [1,2,33.

This report is Volume Ill of a three volume set of reports. The

other two volumes [4,5] are:

1. Volume I: "Lightning Environment Modeling," by M.A. Uman and

E.P. Krider, of Lightning Location and Protection, Inc.

2. Volume II: "Simulation of the Lightning/Aircraft Interaction

E'vent," by J.D. Robb, of Lightning and Transients Research
Institute.

The first volume deals with the modeling of the lightning environment.

The second volume deals with the development of aircraft test techniques.
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CHAPTER 2

EVALUATION CRITERIA AND ENVIRONMENT

2.1 Introducti un

It will be the objective of the work in Chapter 3to review

external coupling methods presently used fur lightning or NEMP calculations
and to select one or more of these methods as the most appropriate for lightning

coupling problems. In order to properly evaluate a coupling method, one first

needs to know the character of the lightning environment for an aircraft or
missile. This lightning environment differs from the NEMP environment especially

in the generally lower frequency content of the lightning fields and the special

phenomenon of an attached stroke. Although Volume I of this report gives an
excellent description of all lightning processes, it is worthwhile here to first

discuss some of the significant aspects of this environment in the context of
interaction with aircraft. Also, an introduction to the basic coupling termi-

nology is given. The coupling method to be selected will have to meet several
requirements and a second obiective of this chapter, therefore, is to present

the evaluation criteria by which the coupling model will be judged.

The rest of this chapter is organized into three sections: Section 2.2

which deals with the environment, Section 2.3 which gives an introduction to the

coupling process, and Section 2.4 which deals with the evaluation criteria.

2.2. Lightning Environment

Consider an aircraft flying near a cloud in which charge has been

separated, as is illustrated in Figure 2.1. Although most lightning flashes
are intra-cloud, it is interesting to consider the sequence of events during

a typical lightning flash connecting the aircraft to ground. The environment

consists of various c'trrents and fields which will now be discussed in the order
they would naturally occur.

2.2.1 Quasi-Static Electric Fields

As charge initially separates within the cloud, static electric fields

are formed. These fields may vary from as little as 300 V/rm, which is the earth'q
fair weather field at ground level, to fields as high as 3 MV/m, (the nominal

breakdown field of air at standard temperature and pressure). Typical values

are generally in the range of 10-100 kV/m. An aircraft necessarily experiences
these fi•lds %,•ich LIS1i.ll,, dr nnt )rcscnt ;kny, .rrat haz'rd tc an aiv"croft hecause

3
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they are slowly varying, but they do induce a chcrge distribution (polarization)

on the aircraft surface.

2.2.2 Initiating Streamers

If the fields in the cloud become large enough, streamers begin

to develop within the cloud It is hypothesized that the normally down-.

ward moving stepped leader begins as a result of certain streamers which

neutralize positive charge from the bottom-most pocket and negative charge

from the main cloud volume. In addition to cloud streamers, if the fields

around the aircraft are sufficiently large, streamers can form from the

sharper extremities of the aircraft itself. Either of these phenomena can

produce a response in the aircraft, the cloud streamers by production of

electromagnetic radiation and the aircraft streamers by production of currents

directly on the aircraft skin.

2.2.3 Stepped Leader

The stepped leader is a discharge which moves generally down-

ward in steps of about 50 m, at an average rate of about lO5 m/s, and

carries a modest current of one or two thousand amperes. In spite of this
relatively small current, there is substantial charge stored in the

leader channel and its approach and/or attachment to an aircraft can be a I
major hazeard. Because the end of the stepped leader can have very large

electric fields near it, large changes in the electric field at the

attachment point on the aircraft surface can result. The large change

in electric field expected at the attachment point can induce substantial

currents in such protuberances as deliberate antennas. In addition to

these induced currents, EM radiation is produced at each leader step and

this radiation can also couple to the aircraft.

Figure 2.2 illustrates a simple computation of the approaching

leader electric fields based on data from Reference 6. The values of aE/at

so obtained (10olV/m/sec) are not very large compared to those from NEMP,I013(\l0 V/m/sec). I

When the stepped ,eader is aboJ: li retcrs or so fror' L;, air-

craft, a streamner from the aircraft w!ill propanate to,.:r'a 's A, oachinh

leader. When they meet, the aircraft is then attached to the leader charnel.

The channel then acts like a current source which elevate, the aircraft

potential by injecting current into it, in much the smme way as a current

5
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source charges a capacitor. Although this process is not greatly understood

(there is no data) and is subject to debate, simple calculations can be done

to e~stimate aE/at on the aircraft surfac~e for this process. If one assumes a

500 pf capacitance for the aircraft (corresponding to a small fighter), and

1000 amperes in the leader current having a 100 ns rise time, the charging

time is about 15U ns for 100 piC of charge deposition. if one assumes a

nominal value for the breakdown field of 3 MV/rn (this can actually be muchI

lower because of altitude and radius of curvature effects), one obtains

values for RE/at which are greater than 101 V/m/sec, which is comparable or

even larger than that caused by NEMP. This attachment process is of course

an area in which data should be obtained, but that is a very difficult task.

It is also important to point out that the aircraft is in a state

of corona during this phase. Corona formation is a nonlinear process, and it

can affect how the fields couple to the aircraft -interior. Corona can affect

coupling by either providing shielding by virtue of the inherent air coniduc-

tivity, or else it may enhance coupling in certain spectral ranges by means
of radiation from the corona process itself. Again, there is almost no data

for this effect, but any coupling model must be able to account for non-linear

effects such as corona and streamer formation and propagation.

2.2.4 Return Stroke

After the stepped leader propagates through the aircraft and down

to the earth, a large current (the return stroke) begins to flow in the leader

channel at about 1/3 to 1/10 the speed of light. The return stroke current

will also flow on the aircraft skin. Typical return stroke currents measured

on the earth's surface are 10-20 kA but values larger than 200 kA have been

observed. Electromagnetic field measurements at ground level for these strokesI
show fast rise times and slow decay times.

Previously, the fastest components of the return stroke rise time
were thought to be on the order of microseconds. Recent measurements [41
however, show that substantial components of this rise time can be as small

as 40 ns, with an average of 90 ns. The observations clearly show that there

can be substantial frequency components of return strokes in the resonance

region of the aircraft. Figure 2.3 shows an overlay of the high-altitude NEMP

spectrum and LEMP (Lightning Electromagnetic P'.ilse) spectrum at various

distances from a ground return stroke. These LEMP spectra are directly com-

puted from measured vertical electric field waveforms at the distances indi-

7
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cated [7]. Also included is Pierce's narrow band data at 1 km [6]. Figure

2.4 shows a similar overlay except that the LEMP data is measured at 50 km

and extrapolated by I/R to 50 m range, but is extended to 20 MHz, well beyond

the first resonance of typical aircraft [4]. It is noted that the LEMP curve

of Figure 2.4 also describes the spectrum of the intracloud discharge [4].

These two figures illustrate a current problem in the identification

of the spectral content in the aircrati resonance region. It is clear that the

values obtained by extrapolating 50 km data to small ranges by a I/R relation-

ship do not give the same result as is obtained by transforming data at close

ranges; the former method yields results much smaller than those obtained by

the latter method. The discrepancy can possibly be explained by the method in

Fourier transforming the close data, which has to be truncated in some manner

[4], which produces false information. Also, the 1/R rule is valid only at

large distances from the channel. This problem is obviously one of current

interest and is hoped to be resolved soon.

One can at least observe that, from the extrapolated 50 km data, which

is for average lightning events, the LEMP spectral content at 50 m range in th,

aircraft resonance region for a worst case lightning stroke is comparable to that

of NEMP. This means that the lightning current itself has a similar content, and

an attached stroke can be expected to excite aircraft resonances at least as

much as that caused by NEMP. The lightning current does have, however, a much

greater low frequency content than does NEMP, and the low frequency response

might obscure the resonant response.

An attached return stroke presents the most obvious and severe

hazard to the airci-aft. The large currents flowing on the aircraft skin generate

large E and B fields, which in turn penetrate the aircraft skin via cockpits,
apertures, deliberate antennas, cracks, slots, joints or radomes inducing
currents or voltages in the electrical/electronic systems inside.

In addition to an attached stroke, near-miss return strokes will

induce currents and charges on the external surface and consequent internal vol-

tages and currents. Such a LEMP has in one case been measured to be nearly

as effective in producing internal response as an attached stroke [8]. The LEMP
fields, unlike the NEMP, may not be plane waves because the aircraft may be close

enough to the stroke to encounter the near fields.

10



Attached strokes can also cause physical damage. For example

locally large electric fields exist across insulating materials ex-

posed to the aircraft's exterior. Under proper conditions of aircraft

speed ard return stroVe duration, the attachment point to the aircraft

can be swept many feet along the surface during the life of the return
stroke channel. If the attachment point is near an insulating surface, the

return stroke :hannel cian ue swept over the insulating surface as shown if)

Fiqure 2.5. Due to the ¾u5stantial electric fields generated along the

length of the strol'- by 3I/at, the insulating material must be able to

withstand the electric fields between points A and B. These fields can be

on the order of a million volts per meter. Also, if an antenna were below

an insulatina ridore, for oxarple, the ýir'o rate of ch-arqe 'Žf these, fields

caused by a stroke sweeping over the radome can be extremely large, and

coupling to the antenna could also be large.

2.2.5 Continuing Current and Restrikes

As the return stroke depletes charge from the channel, the re-

turr stroke current decays from its initial peak value toiards zero. However,

it , f:A:n• that before the current ends, a relatively small current

(severial u1undred amperes) can last for 10's or 100's of milliseconds.

Thi1 r-urrent, •alled the continuing currEnt, often carries over 50% of the

total charge that is transferred from cloud to ground. During the period

of continuing current flow, new additional streamers in the cloud can con-

tribute charge to the upper end of the lightning channel. If the added

charge is great enough, a dart leader propagates down the old channel at

a uniform velocity and a restrike •subsequent return stroke) occurs. Re-

strike currents are large but generally smaller than the original return

stroke, maximum values being on the order of 100 kA. Several such restrikes

may occur 100's of milliseconds apart.

2.2.6 Channel Impedance

aircraft depends upon channel impedance. For example, immediately after the

leader attaches to the aircraft the rate of charge transfer to the aircraft X

depends upon the aircraft capacitance and the impedance of the channel.

Similarly, for an aircraft in a return stroke channel, if one imagines to

1I
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a first order that the channel and the aircraft are two different impedance

transmission lines, the resonant structure of the aircraft response is de-

pendent upon the channel impedance.

The problem of determining the channel impedance is complicated by

the structure of the channel. The channel consists of a somewhat narrow (a

few centimeters diameter) hot conducting core surrounded by a corona sheath

F which can be several meters in d-lareter. Because little axial current flows

in the corona sheath one might conrlude that, if one were imagining the

channel to be a transmission line, then the inductance would be given in terms

of the diameter of the hot core, and the capacitance by the diameter of the

corona sheath. Also, the resistance per unit length of the core is not well

defined, and may vary from 500Q/m to Ul/m [9]. Finally, only parameters which

are used to characterize the channel are certainly time varying and spatially

inhomogeneous.

Nevertheless, one can make estimates of this impedance and find

its range of possible values by applying electromagnetic theory to what is

understood about the channel. For example, in references 10 and 11, three

methods of obtaining the channel impedance are given: transmission line model, .

dipole model with assumed sinusoidal current distribution, and a model based

on two-dimensional time domain finite different approach.

Table 2.1 summarizes the results for a transmission line and aipole

approach, and Table 2.2 summarizes the results for the finite difference

approach. In the latter case, the results are obtained by exciting a dipole I
at the center with a transient current source having a lightning-type oulse

drive, and computing the drive point voltage. It was found that a series

capacitance also given in Table 2.2 was required to duplicate the waveforms.

These studies seem to indicate that the source impedance of the

lightning channel should be in the range of 100-700 ohms. This differs from the

higher value of 3000o given by Wagner [12], although the value given in the

latter is for the impedance seen by the return stroke wave as it propagates up

the leader channel. Because its velocity is much less than that of light, its
• impedance is much higher. The impedance seen by an aircraft however, is that

seen at the attach points by waves on the aircraft, and the smaller values

would apply.

13
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Table 2.1 Transmission Line Lightning Channel Models [10,111

i=channel length, a-core radius
as-COrona sheath radius

Case Parameters Transmission Line Dipole Model*
Model

x=300 m L

la a=0.03m C

ac=c0.03m Z 542& 451o

z= 300m L

2a a=0.03m C

a Ulm Z 422si 241P

z=300m L

3a a0.03m C

ac=10m Z 319k 102I

t=3000m L

lb a=0,03m C

ac=0.03m Z 6911 680o I

R,-3000m L

2b a=O.03m C
ac=lm Z 564s 31 %O

Z=3000m L

a-0.O3m C

ac=lOm A 472si 172P

*At a frequency of I MHz

"1 i
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Table 2.2 Values of R and C for the Equivalent Impedance
of the Channel Determined by Finite Difference
Model [lO,ll]

CASE R C

a = 10m 49Q 8.2 x 10 2 pfd

H = 55m

a = Im 2.8 x 102  69 pfd

H m 55m

2.2.7 Suimmar"

ihp, liq.ttning environment is extremely complex when viewed from a
coupling point .• f view. There are both high E field (at attachment) and high
H field.(;t return stroke) portions widely separated in time. The aircraft
is in an attached channel whose impedance, which is time varying, is only
partially understood. The coupling process is a non-linear phenomenon because
of corona and streamer events. Spectral content is greatest in the low
frequency range (1-100 kHz), yet is similar to or greater than that of NEMP
at aircraft resonances. Alternately, one may say the the coupling model
should be able to handle early time (N30ns) and late time (• several
hundred microseconds) effects.

S2.3 The Coupling Process

In order to fully understand the following chapters which review and
discuss coupling models, one needs to first have an overview of the coupling
process and how it is reduced to smaller parts. The objective of this section
is to provide this review.

15
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In Figure 2.6(b) an aircraft is shown with an attached lightning

arc channel. The coupling process may be viewed in three parts. First, the

lightning channel causes electrical charge to flow on the surface of the

aircraft, resulting in a surface current density (a vector quantity) and a

charge density (a scalar quantity) which corvespond to tangential maq-

netic fields (Ht) and normal electric fields (En~ respectively. This is thet n
external coupling process.

The second process, called internal coupling, refers to the pene-

tration of energy through the shell or envelope of the aircraft. The penetration

occurs because of apertures (windows, bomb bays, etc.), antennas, exposed

cables or other conductors (such as fluid or control cables), seams and joints

in the panels, or diffusion through the skin.

Finally, once the energy penetrates into the interior, the third

process occurs, which is the internal propagation of the energy. The energy is.

propagated most efficiently by the internal cables, whi1ch form transmission

lines along which the energy is transported. The energy is ultimately carried
to the pins of electronic boxes which can be either temporarily upset or

permanently damaged.

The process is summarized in Figure 2.6. It should be pointed out,

however, that although the three processes are viewed as being independent and

are usually solved separately, from a strictly theoretical point of view, they

are not. The reason why the solutions can usually be done separately is that

the mutual coupling between the processes is weak. For example, the presence
of internal wiring is assumed to not greatly affect the external charge
distribution, etc. One important case in which this does not hold is when an

aircraft has a large aperture, such as a bomb bay or wheel well , whose presence

significantly perturbs the external coupling response. In a case like this, the

external coupling problem needs to be solved with the aperture present.I

2.4 Evaluation Criteria

The coupling method to be chosen must be able to treat the environment

just described. In addition, the me~hods to be reviewed will be assessed
according to several criteria. For example, the method should be able to
predict the response of aircraft or missiles to lightning tests. Tests

16



41G

1'! --- --

ej fa CL

LI U
S.. 4J 01 *i4)V

4, c

C Cý

.0 cn

m Ica
m 4J

.c.

17 u -u



z

-4 M

n C

n ,-

r..3

Uln

;o -t

0718



are often conducted over a ground plane, for example, and so the method
selected should be able to include the peculiarities of a test fixture
such at. a ground plane. There are also certain software and numerical
considerations that would be desirable in the selected code. These are

I principally computer memory and time constraints. Also, a code should
be simple enough for non-specialists to use. These criteria have been
explicitly applied to the external coupling modelina which, forms the
foundation for the overall model. Because the criteria do not all apply 7
to the internal coupling and propagation models, they all are not
exp'4citly applied there. The eleven criteria that have been chosen are
listed below:

1. Do the computer codes which implement the method require

more 8hn10 eoy

2. Will a complete version of the code run a full analysis in
two hours of CP time on a machine at the level of a CDC 6600?

4.Does the code represcnt the aircraft with good physicalj

accuracy?

5.Is the code user oriented?

6. Can the code treat both the high (>1 MHz) and low (<10 kHz)
frequency components of the lightning fields?

7. Can thp codp treat a stroke attached to an aircraft in

free space ?

8. Can the code treat the peculiarities of a test configuration?

9. Can the code handle both large and small aircraft?

10. Can the code incorporate the unique aspects of the lightning

environment such as nonlinearities, time dependent air con-
4ductivity and near field effects?

11. Has the code been compared to experimental results ?

19I



CHAPTER

EXTERNAL COUPLING REVIEW

3.1 I ntroducti on

The objective in this chapter is to assess methods of per-

forming external coupling calculations. The assessment will be made for

coupling of lightning to aircraft and/or missiles in the environment

described in Section 2.2, and the assessment will be made using the eleven

criteria listed in Section 2.4.

To fulfill this objective each computational method will be re-

viewed individually. The review will include a discussion of -the mathe-

matical basis of the method, examples of calculations that have been per-

formed using the method, and a discussion of the method from the point of
view of each of the eleven evaluation criteria. Many of the methods re-

viewed were originally developed for coupling of NEMP to missiles or air-

craft.

In the course of performing the literature review, many refer-

ences were gathered and reviewed. These references have been assembled

in a bibliography which appears in Appendix A. For convenience, the

references are listed by author as well as by subject matter.

The remainder of Chapter 3 is organized in the following nmanner.

In Section 3.2 a general external coupling problem is defined, and various
forms of Maxwell's equations are reviewed. Section 3.3 includes the re-

view of each computational method along with a summary of the method

according to each of the eleven evaluation -.-.iteria. In Section 3.4 there is L
a discussion of corona modelinq. The final selection of the state-of-the-art

external coupling method will be discussed later in Chapter 5.

3.2 General External Coupling Problem

3.2.1 Problem Definition

The objective of an external couplinr calculation is tc determine

the exterior surface current and charge densities on the conductor of in-

terest and this naturally requires the solution o'f Maxwell's equations ~1

21
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in the presence of arbitrarily shaped conductors. For convenience the

various computational methods have been grouped into four categories.

These four categories are 1) methods which solve differential equations,

2) methods based on the solution of an integral equation (or an integro-

differential equation), 3) hybrid methods using combinations of integral

equations, 4) and miscellaneous other methods. All of the methods aim to
solve Maxwell's equations, and so artfrom any numerical or physical

approximations they are equivalent. Table 3.1 summarizes the methods

reviewed.

A general external coupling problem can be described in the

following way. Suppose a wave, to(r,t) and 14(r't), is incident

on a scatterer having a surface S (Figure 3.1), and suppose that some

time in the past, to, the fields near S and the currents and charges on

S are zero. When the incident fields reach the scatterer they induce

surface currents sJ and surface charges a on S which flow for some time.

The fields caused by the current Is and charge a sum with the incident

field to produce total fields tT(r,t) and (r,t) as shown in Figure 3.1.

For a lightning attachment problem, the driving fields to$ 1o are really

the fields from an attached arc channel.

For scattering problems the total fields ET, HT, the scattered
fields Es(r,t) and Hs(rt) produced by the currents and charges Is and,
and the incident fields are related as follows:

ET(r,t) = Es(r,t) + Eo(r,t)
(3 .2.1 ) l

HT(r,t) r,t) + Ho(r,t)

For perfect conductors, the' problem of finding Js and a is equivalent to

finding the electric and magnetic fields on the surface of the conductor;

the relationships are

22
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Eo(r,t), Ho(r,t)

Incident Fields

4 44
ET(r,t),HT(r,t)

Total Fields

Fiaure 3.1 General NEMP-Type Scattering Problem.
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Js(rs, t) - n x HT(rst) -
(3.2.2)

a(rs, t) co n E (rs(t) J

where rs is on the surface S, and n is the unit vector normal to the

surface.

3.2.2 Forms of Maxwell's Equations

To determine the fields ET and HT, it is necessary to find a

solution of Maxwell's equations consistent with the incident fields and

the boundary conditions required at the surface of the scatterer. Three

forms of Maxwell's equations will be discussed here.

First, consider the differential form of Maxwell's equations,

4. 4 ->. 4- Bv.E =P/Eo v x E - :

4. (3.2.3)

V.B o Vx =HJ +a- 1
@tI

These equations, especially the two curl equations, are used to

obtain a solution in free space using finite difference techniques.

The t;,:o snurco free OnUlations, snacist defininr potentials €(rt)

and ýC-,t) as follows:

B=v xA

- 4 A +A÷ (3.2.4)
E :-vo - 7t

These potentials then satisfy the equations

V AA -110

2 110 (3.2.5)
V~ ]J C- ' PIE0
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These equations have known retarded time solutions

A(r,t) f- J.L" dVR

l d( ) 1(3.2.6)ORtA =4• dV'

where . t - R/C and R 1r-r'I. Substituting these expressions into the

defininq equations for A and € gives for the scattered fields

5f

Hsr t) = TT• R X AdV'

(3.2.7)

(rf (1ýOR + (T)R + V'

For the fields on the surface of a perfect conductor, equations (3.2.'7)
reduce to I 'IRsr't "J\ + R X da'

t 5s t 7T.(c~ Rc BT_ R328rs(,t) : R + • • + ý -E da'
sRc ýT ? R DT

From these two equations, it is possible to derive two integral

equations for the unknown surface current. Consider first the E-field

equation in (3.2.8). The tangential component of the total electric field
must be zero at the surface of a perfect conductor. Using the E-field
equation of (3.2.8) and the relation for ET in (3.2.1) gives

Tp. 4
n x ET =0

0x (Eo + Es) = 0 (3.2.9)

n x Es -n x
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and]

0 xo0 r't)= 4" f R ET £

(3.2.10)
I • "'• - da'

cc DT RJ

This is an integral equation in the related unknowns Js(r,-r) and o(r,t)
and is commonly called the Electric Field Integral Equation (EFIE). It

is the time domain form of the EFIE. If a sinusoidal dependence is
assumed, then the frequency domain version of (3.2.10) is obtained:

x Eo(ir,t) 1ZRJwr n x -21 5 (r't) r
(3.2.11)

44

where 4 represents exp(jkR)/R.

A second integral equation results from the H-field equation of
equations (3.2.8). From (3.2.2), the surfdce current on the conductor is

related to the tangential component of the total H field at the surface.

Therefore
4- ,- A 4 ., .€. -),

S(r,t) = n x HT = n x (Ho + Hs) (3.2.12) It
Using the expression for. • from (3.2.8), and following [13],
it can be shown that

:)(r,t) 2h • X

x (.+Xx )(3.2.13)
7 da'+ n R -cB
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If harmonic time dependence is assumed for the fields, then

iJs(r,t) = 2^ x Hox s(r,T) xvý da', (3.2.14)

where o is exp(jkR)/R. Equations (3.2.13) and (3.2.14) are denoted the
Magnetic Field Integral Equation (MFIE) in the time or the frequency

domain, respectively.

3.2.3 Method of Moments

Because many of the methods to be reviewed rely on the Method of

Momenits (MoM) to solve integral equations, the method is reviewed briefly
here following [14). Consider an integral equation of the form

,b

V(x) =Ja K(x x') J (x') dx (3.2.15)

where V(x) is a known function, K is the kernel, and J(x) is unknown. J(x)

will be a surface current density. The integral in (3.2.15) is a
linear operator, and so the equation can be written in a more concise form,

L J(x) V(x) (3.2.16)

where L is an operator, its domain being a function like J and its

range functions like V. Customarily one expands the function J in a

series of known functions, denoted by Jn(X), 50

N
J(x) = Z InJn(x) (3.2.17)

n=1

The functions Jn(x) are called basis functions or expansion

functions. Substitution of (3.2.17) into (3.2.16) gives

N

ni In L Jn(x) = V(x) (3.2.18)
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Define an inner product between two functions <w,V> to be

<wv> f 2w(x') V(x') dx'. (3.2.19)

Then it is possible to construct a system of line.ir equations from the

original algebraic equation by multiplying (3.2.188 by w m(x') and

integrating both sides from z, to z2,

In f•2 wm(x') L(x') dn(,:)dx'

f k2wm(x'%) V(x') dx' (3.2.20)
1 I

The functions wm(x) are in the range of the operator L and are denoted I
weighting or testing functions. Define a matrix element Znm and a vector

element Vm as follows:

Znm = Wm(xl) L(x') Jn(x') dx'
(3.2.21)

Vm wm(x') V(xl) dx"

Then (3.2.20) can be written (

[VmT n,m ,2,.,.N (3.2.22)

where Zmn and Vm are known, and the constants In are to be determined.
There are N unknown P's, one for each Jd(X). If we choose at least N

nx)
testing functions then there will be a solution for In although the

solutinn may not be unique depending on the matrix Z The solution to

(3.2.22) is obviously given by

I nl _jZmnj ' l [Vm[ P

which is the desired solution presuming that Z mnl exists.
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Several common choices for the testing and expansion functions

deserve mention. If the basis functions are the same as the testing

functions, the method is known as Galerkin's method. Galerkin's method

is equivalent to the Rayleigh-Ritz variational method, which in this case is the

minimization of the functional J A common choice for the weighting<J,J>

functions, independent of whether Galerkin's method is used, are Dirac

delta functions

Wm(x) 6 a(x-xm) (3.2.24)

This effectively requires that the linear equation holds only at the set

of points (xm m=l,2,..,N}. The name for this method is collocation or

point matching. It is sometimes sufficient to choose basis functions

which are constants for regions of the x variable, namely

0i const if X F:Sn

Jn(x) (3.2.25)
0 otherwise

Nand where u Sn includes the entire range of x but Sn U Sm-O if n 0 in.
n. 1

This choice of Jn has the effect of substantially simplifying the integrals

for Zn, in fact making Zmn a sum of simpler integrals.

This completes the discussion of a general external coupling

problem and the forms cf Maxwell's equations which are most commonly used

in the methods that are reviewed lere. In the next section the individual

methods are discussed.

t

30



3.3 Computational Methods

3.3.1 Introduction

It is the objective of Section. 3.3 to discuss separately each of tKe

computational methods that have been reviewed. For convenience, the methods

have been divided into groups and treated irn individual subsections. The

groups are Finite Difference (Section 3.3.2), Magnetic Field Integral Equation

(MFIE, Section 3.3.3),. Electric Field Integral Equation (EFIE, Section 3.3.4),

"Singularity Expansion Method (SEM, Section 3.3.5), Lumped Parameter Network

"0 (LPN, Section 3.3.6) and Miscellaneous Methods (Section 3.3.7).

3.3.2 Finite Difference I
3.3.2.1 General Method

From equations (3.2.3), the two Maxwell curl equations are

= +(3.3.1)
x +

Following the suggestion of Yee [15] the derivatives in these two equations

can be expressed as differences of field values at neighboring spatial and,

temporal positions. The difference equations which resilt can be used to

obtain the fields at some time if the fields everywhere are known at an earlier.

time. To illustrate how the solution proceeds, consider a problem with cylindrical

symmetry in which the material properties •, i and a depend at most on Irl only.

Furthermore, suppose that only H and Ez are non-zero and that these fields
zK

have no ý or z dependence, i.e. a one-dimensional problem in the variable r

(the cylindrical radius). The equations (3.3.1) then become
- Ez (r,t)H rt

•r Z at
(3.3.2)

9 [r H • (r,t)] = J + aE z + E-a E z (r,t).

To convert these equations to difference form, two sets of points are imagined

to fill Euclidian space. The sets of points are called a discretizing mesh

and an example is shown in Figure 3.2. The electric field r will be evaluated

at points labelled (x) and the magnetic field A will be evaluated at points
labelled (.). The spatial derivatives in (3.3.2) are approximated by differences
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of the field values at neighboring points (x) or (0). Central differencing is

used to reduce the numerical errors. If Ar and At are the distances between grid

points in Figure 3.2, then Maxwell's equations in the form of (3.3.2) can be

written in the following way:

H (r,t+kht) - H (r,t-hat) E (r+4Ar,t)0-F(r-kAr,t)

-~ hr

(r) zE (rt+½at) - Ez(rt-½hat)

At (3.3.3)

Ez (rt+&At) + E (rtht) (rt)
2a(r) Z : z

(r+hAr)H (r+Asr,t)-(r-.Ar) H' (ir-½Art)

r Ar

Solving for H (r,t+At/2)in the first equation and for E (r,t+LAt/2) in the

second gives two equations with the following functional dependence:

H (r,t+kat) H H(r,t-½At), E (r+-•r,t), E (r--½Ar,t),
9 9\.YZ Z/

E (rt+½At) (t 3 ,) i
Ez( Ez(r,t-kat), H (r+Ahr,t), H (r-har,t),J (r,t),:,¢C

The important feature of these equations is that the fields at time t+At/2 are

given entirely in terms of fields at earlier times (t and t-At/2). Thus if

one knows the fields at a time to, equations(3.3.4) can be used to calculate

the new fields at later times nAt, where n is a positive integer.

The above procedure for calculating the fields at time t+At/2 from
those at time t-At/2 can be implemented nicely by computer. Owing to the

finite size of computer memories however, it is necessary to limit the size of

the Euclidian space. The limit is defined by a problem space boundary but this

introduces a difficulty in performing the step-by-step solution. In order to
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avoid solutions for the fields which depend strongly on the problem space

boundary, it is necessary to impose some type of boundary condition at the
problem space boundary.

3.3.2.2 THREDE

For three dimensional problems finite difference expressions can be

calculated in an entirely analogous manner, This has been described by Holland

[16] and Merewether [17] in a finite difference handbook. The expressions

are substantially more complicated. A computer code based on this method

has been developed and tested on several aircraft for nuclear EMP coupling.

The code is called THREDE [16] and has been used to investigate the response

of an F-ll1 [163 and an A6 [18] to a NEMP environment, and the Advanced Design

Composite Aircraft (ADCA) to a lightning environment [19].

Calculations of the surface current density Js and the surface charge

density a have been made for an F-1ll fighter aircraft [16]. The representation

of the aircraft is shown in Figures 3.3 and 3.4. Figure 3.3 shows the gridding

and the F-Ill profile, and Figure 3.4 identifies the test points TP 208 and

TP Rl. Calculations using THREDE were compared to measurements made at the

Horizontal Polarized Dipole (HPD) EMP simulator at Kirtland AFB. The actual

measurements and comparison with THREDE were made for the time derivatives,

s and a, because of the higher frequency response that was available by

measurement of these quantities.

The data and THREDE calculations of J are compared In Figures 3.5

to 3.8. For the measurements reported in these figures, the driving -ield was
the simulator wave incident on the top of the aircraft polarized parallel to
the fuselage. The agreement between the calculations and the tests is good,

except perhaps for TP Rl near 20 MHz.

THREDE calculations have also been compared to measurements for the

A6 aircraft by Kunz et al. [18]. The main purpose of this work was to identi-

fy requirements for a Surface Current Injection Technique (SCIT) to substitute

for the expensive and elaborate EMP electromagnetic field simulators. However,

as a part of the work, comparisons have been made of THREDE predications

with both SCIT and simulator measurements on an A6 aircraft to verify THREDE's

accuracy. The gridding used for the A6 and the relevant results are shown in

Figures 3.9 and 3.10. The measurements were taken for an A6 flying over the

EMPRESS (a horizontal dipole) simulator. For test points 1, 2 and 4 the agreement
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is good but for test points 7 and 8 near the cockpit thv agr'eeIment ik
poor. In a more accurate representation of the aircraft, the computational

model would taken the cockpit into account. Figure 3.11 shows the configu-

ration of the aircraft and injection sources used as a model for the

calculations and used to measure the SCIT res'onse. Figures 3.12 and 3.13

. compare the measurements and predictions, again showing good agreement for some

* test points (TP's 1, 2, 5, 6 and 8) but only fair agreements for others (TP's

" 4 and 7).

The main limitation with THREDE is computer memory. For certain

machines, the code can be "packed" into the memory by taking advantage of the

machine architecture. The method is obviously machine-dependent, but a siqni-

ficant advantage in physical resolution can be obtained. This technique has

beer, used to model the B-52 [20]. The improvement in the physical modeling

accuracy that can be accomplished with the compacted code is shown in Figures

3.14 and 3.15. Figure 3.16 shows the results of THREDE calculations for a

charge density (normal t) and surface current (Js) at test point 4 (as identi-

fied in Figure 3.15). For reference, the resonances calculated using an ana-

lytical stick model are shown marked on the frequency scale of Figure 3.16(b).

THREDE has also been used by Perala et al. [19] to calculate external

current and charge densities on an all composite aircraft struck by lightning.

Internal cable responses were calculated from the external sources using the

transfer impedance of the composite material, but no comparisons with experi-

ment have been made. The source of the external currents was either a near-

miss LEMP or the currents injected by an attached return stroke.

In view of the previous discussion, we now summarize THREDE according

to each of the evaluation factors listed in Chapter 2.

1. Computer M'emory.' For a complete analysis of an external coupling

problem, THREDE will certainly require computer memory in excess of 00k8 . In

the example of the A6, which was run on a CDC 6600, the code used 44k 8 slall

core memory (SCM) and 1M8 large core memory (LCM). The B-52 problem using the

upgraded version of THREDE required 158k 8 SCM and 1.4M8 LCM. In general, f3r

an N x M x P dimensional gridding, there will have to be at least a 6 x N x M x P

dimensional matrix to store the field components. In the compacted version of

THREDE two field components are stored in one CDC word, however, which reduces

the amount of LCM required.
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Figure 3.14 A B-52 Model in a 30 x 30 x 30 THREDE Grid [20]
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2. Central Processor (CP) Time: Execution time for all the cases,

including the upgraded version, was about one second of CDC 6600 time for one

timestep of the code. Typically, a NEMP response requires 15-20 minutes of CP
time, which is good because the entire transient response is obtained from such

a calculation. For frequency domain codes, the response must be determined at
many (%200) frequencies and the Fourier inverse taken to get the transient re-

sponse. The THREDE code is limited, however, to total run times of several isecs
or less due to numerical errors that accumulate for longer run times.

3. Numerical Accuracy: The numerical accuracy of the code is limited

by the accuracy of the "word" used to store a field component, by the radiating
boundary condition, by the choice of central differencing to represent time

and spatial derivatives, and by the time step At. Numerical inaccuracies limit
the running time of the code to a few ý.sec with radiation boundary conditions.

4. Physical Accuracy: The compacted version represents probably the
best physical approximation of aircraft available. Some calculations with

special physical models are also very good, but are limited to certain shapes

of revolution for aircraft structure and usually right angles for wing-

fuselage and stabilizer-fuselage interfaces.

5. User Orientation: The code is well documented including des-

criptions and flow diagrams of all subroutines and identification of the vari-

ables used. Information is provided in two publications, a user's manual [21)

and a maintenance manual [22]. In general the operation of the code will require

a skilled user, for example to choose a proper grid for the aircraft, but most
importantly to recognize that the results of the calculations are sensible.

In choosing the expanding portion of the grid, for example, it is possible to

generate misleading values of E and H.

6. Frequency Range: THREDE is limited to the high frequency part of the I
lightning spectrum. The time domain response can be calculated for only a limited

time after excitation, and so only a small fraction of a cycle of low frequency

response is included in the transient waveform. If f is the frequency having at

least a quarter cycle in the time domain response, then f. is about 250 kHz

for THREDE. Since this is much higher than the 10 kHz components known to com-
prise return strokes, an unmodified form of THREDE is clearly not suited for

the entire lightning spectrum. On the other hand, THREDE's upper frequency limit

typically exceeds 30 MHz, and thus it can handle the resonant response. Extensions

of the code may be able to handle low frequencies.
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7. Attached Stroke: The THREDE code can include a ground plane or

leave it out. An attached channel can be coded by specifying (impressing) a

magnetic field about a line in space which defines the channel.

8. Test Case: Since the code has been used to predict SCIT responses

accurately, it should be a good choice for treating most lightning test analysis

methods. Also, THREDE's ability to treat non-linear behavior should be of value

because of the non-linear nature of proposed test methods. ThREDE could incor-

porate such non-linear elements, for example spark gaps, in its analysis.

9. Aircraft Size: The THREDE code can treat large aircraft as well as

small. The analysis of the B-52, and the good physical modeling accuracy demon-

strated there, proves THREDE's ability to handle even the largest aircraft as well

as small fighters.

10. Lightning Environment: The lightning environment includes slow and

relatively rapid changes 'in a3lectric fields and current density (attached stroke)

and possible non-linear effects such as streamers and corona. Unlike frequency

domain calculations where the transient response must be determined by a Fourier

inversion (and so are limited to linear models), THREDE can incorporate non-

linearities in its solution. THREDE can also include the near fields of , near-

miss return stroke.

11. Experimental Verification: THREDE has probably been compared success- I
fully with more experimental information than any other external coupling code;

at least four aircraft have been treated by the code, the F-Ill, A6, B-52 and

F-16 [23].

3.3.2.3 Taflove and Brodwin

Another method of solution, very similar to the THREDE code, has been

developed by Taflove [24], and Taflove and Brodwin [25], specifically for the

determination of the time harmonic fields inside conductors and dielectrics. The

method uses the same central differencing as described for THREDE but uses some-

what different boundary conditions on the problem space surfaces. Instead of

requiring that the far fields vary like radiation from a monopole, the boundary

fields are calculated at neighboring points using averages of earlier fields at

neighboring points. The averages are chosen in a special way so that a wave

traveling in an opposite direction to the incident field will be totally

absorbed at the problem space boundary. In addition, the region outside the

problem space is chosen to have an anisotropic conductivity t;hat attenuates just

those components of E perpendicular to the incident polarization direction. The
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method has the normal advantages of a finite-diffeence code such as speed,

accuracy, the ability to treat nor-linearities, and the ability to treat in-

homogenities. It has been used to calculate the response of d'-lectric slabs,

cylinders and spheres to sinusoidal excitation, and has been used to calculate

the absorption of microwave radiation by the human eye. The method has not been

used for NEMP-like impulsive excitation, although in principle there is no

reason why the code couldn't be rewritten for such cases.

Calculations of the fields internal to an open cylinder and a model

of a nose cone have also been made by Thflove [24]. The cylinder is shown in

Figure 3.1? and the gridding in Figure 3.18. The excitation is a 300 MHz plane

wave (10 cm wavelength) and the method is used to calculate the internal

fields for about two cycles of the incident wave. The time steps are on the

order of 5 psec. Results of the calculations are shown in Figure 3.19 along

Mith measurements [21]. The poor agreement deep inside the cylinder is attri-

buted to the difficulty in measuring the small fields. The radial dependence

of the Field, or th., ,Iher hand, compa,,es favorably with experiment and is

shown in Figures 3 1 and 3.21. A second geometry has been considered and is *1
pictured in Figure 3.22. Using the gridding in Figures 3.23 and 3.24, the

electric and magnetic fleld contours have been calculated as in Figure 3.25(a).

However, there are no experimental data for comparison. The method has not been

used for any aircraft.

The summary of this methoi according to the criteria of Chapter 2

is very similar to THREDE and appears below.

1. Computer Memory_: As they were for THREDE, computer memory require-

ments are substantial. For example, the problem space for the cylýnder was a

24 - 163 x 24 mesh (,\94,000 segments), roughly 25% smfIler tnan that used by THREDE

for the B-52. The code required 106 words of memor',, or a•bout 3.8M8 , on a

Control Data STAR 100.

2. CP Time: Execution times for both th• cyiinder problem and the

nose cone were under 3.5 minutes, reasonably quick runs. The code might be re-

written using data packing techniques and so reduce the memory requirements at

the cost of slightly increasing the run time.

3. Numer,.al Accuracy; The code has about the same numerical limi-

tations as THREDE. Comparisons of thi boundary conditions indicate that the
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radiating boundzary condition is comparable to methods used by Taflove, and so

little or no difference in the numerical accuracy is expected L17].

4. Physical Accuracy: As demonstrated in the cylinder problem, the

gridding used is comparable to THREDE.

5. User Orientation: Although a listing of the code is available,
PI there is not any extensive documentation. The user of this code will need to

be able to grid up an aircraft intelligently and will have to recognize numeri-

cal instabilities if they occur.

6. Frequency Range: The code will be most useful at high frequencies;

however, extensions to long running time may be feasible and so the code might

be able to treat the low frequencies also. At this time, however, only high

frequency content has been addressed in any calculations. '
7. Atahd toe This code has the potential to treat an attached

stroke in the same manner as THREDE, although it has not been tried for such

excitations.

8. Test Case: The code can in principle handle ground planes and

attached strokes which are features of the test case.

9. Aircraft Size: The code could treat large and small aircraft

with good physical accuracy.

10. Lightning Environment: The code has the ability to model non.-

linear and time dependent media, and therefore has advantages over frequency

domain calculations as described earlier.

11. Experimental Verification: The code has not been used for air-
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3.3.3 Magnetic Field Integral Equation (MFIE)

3.3.3.1 Introduction

The time and frequency domain forms of the MFIE were derived in

Section 3.2 and were given in equations (3.2.13) and (3.2.14). In this section

three methods of employing the MFIE to obtain solutions of coupling problems

will be reviewed. The most extensively developed method is originally due to

Bennett and Weeks [27,28,29] and was used to calculate the scattered fields

from conducting objects. This method is reviewed in Section 3.3.3.2. Using a

nearly identical model, Perala r301 has calculated the induced currents on a

cylinder and these results are discussed in Section 3.3.3.3. A third method,

which uses the frequency domain MFIE to determine the fields around a model

aircraft, has been developed by Sancer [30] and is discussed in Section 3.3.3.4.

3.3.3.2 Bennett and Weeks

Using the time domain form of the MFIE, Bennett and Weeks [27] have

solved for the scattered fields from cylindrical and spherical shaped conductors

which are illuminated by a Gaussian shaped plane wave. The major objective of

their work was to understand the physical mechanisms of plane wave (radar)

scattering by conducting objects. As an intermediate step in the method, how-

ever, surFace current densities are calculated so the method could be used to

calculate the parameters Js and a which are required for a lightning coup-

ling analysis.

The NIFIE itself is not well suited to treating wire-like structures.

Because the EFIE is much better suited to these geometries, Bennett [32,33] was A

led to develop a hybrid method which incorporated both the MiFIE and the EFIE.

The hybrid method can treat structures of more general shape than either the

EFIE or MFIE alone. Bennett has also made extensive measurements of the

reflections from various geometrical shaped objects and from scale models of

aircraft [34].

The original method developed by Bennett and Weeks [27] begins with

_ the time dependent ý:PIE derived in Section 3.2 but simplifies the equation

for cylindrical-or spherical symmetry. The basic equation is

4 4. lir lx[is (r" += Is (ar dS(33.l

r(r,t) or ,t) + [--+ax ds
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where S' is the surface of the conducting scatterer, is the retarded time,

t-R/c, aR is a vector normal to the surface, an,- R is Ir -r"1, the distance

between the source and observation points. If the driving field H (rt) is

known and the surface current is known at earlier time (i.e., t'<t), then

equatiun 3.3.3.1 can be solved by "marching-in-time." The cylindrical or sphe-

rical symmetry was used to reduce the integral in (3.3.3.1) analytically, the re-

maining integrals being calculated numerically by partitioning the surface area

into patches and assuming Js constant on a patchi (rectangular rule). The

solution then proceeds by computer using the initial conditions that all fields

and currents are zero before the excitation arrives. Just as in the finite

difference method, the time step At must be smaller than the time it takes

light to travel from one patch to another; otherwise the solution is not stable
numerically.

Bennett has solved for the scattering from a long circular cylinder.

The cylinder was partitioned into twenty-four segments as shown in Figure 3.26.

Figures 3.27 and 3.28 show the scattered fields as a function of angle. The

time dependence of these fields, especially in the backscatter direction,

shows the direct reflection plus the radiated fields from the "creeping" currents

which are excited on the scatterer. Figures 3.29 and 3.30 show a comparison

of fields wi�h results from other computational methods. The agreement is good

to excellent.

t I
A

• i1

SLGer o

Figure 3.26 Geometry of Circular Cylinder
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The hybrid method developed by Bennett [32] uses the solution of the

MFIE as just described and appends a solution of the time dependent EFIE for

parts of the scatterer that resemble 'plane surfaces or wire like structures.

The form of the EFIE that has been used is

0 - .... + f[V') - 4] Tt f • ( R ds' } (3.3.3.2)

where ~ is the incident electric field, and sr and S' are as in equation

(3.3.3.1). This equation is solved in the time domain by a marching-in-tine

procedure also. The solutions from the MFIE and EFIE are matched at interface

points between the plane (EFIE) and voluminous (MFIE) surfaces. The solutions

are matched by requiring
S(J~s,)

in (3.3.3.3)

whcrc it is the normal vector to the voluminous surface ac the line formed by I
the intersection of the plane and voluminous surfaces. GI5) ard are
the vector components of J. perpendicular and parallel to the line above.

Bennett [34] has compared calculations of scattered fields using

the above method with measurements of his own on a scale model aircraft. The

measurements were made by the time domain reflectometry method and a block di -i.,
gram of the measuring equiprient is shown in Figure 3.31. Basically transmit in-i i tit

and receiving antennas are use23 to illuminate an object and record the reflect(ed -,

pulse from the scdttering object. Figure 3.32 shows the backscatter resporhse

of several shapes. The sequence shows the relative importance of scat terr (. , IdIi

to the reflected response. Figure 3.33 shows the reflection from a MIG-21

model as compared to calculations using the hybrid method. The calculated response

compares well with the measurements except for the phase of the tail section

reflections, This discrepancy is believed to be due to the imperfect repres(,n-

tation of the coupling betwuen the fins and the fuselage.

In the following sections, the various evaluation criteria arc' di,-

cussed.

I Co.!P.uZtegr..Memogry: There i s 1i ttle i nforimi tion on 2omflputer I'lemory
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requirements for either the MFIE or the hybrid method. Bevensee and Brittinqham

[351 have performed test calculations of the scattering by a s'here. The snhere

was partitioned into 160 patches and calculations of 60 time steps were performed

on a CDC 6600. The code ran in 18klo words so it would run in lOOk 8 words on most

machines. The hybrid method is expected to use more than 100k8 words for a reason-

able representation of a real aircraft, however.

2. CP Time: For the above example of scattering from a sphere, it

took 10 minutes to calculate the radiated fields for one incident and one scatter-

ing angle. This was for 60 time steps only. For a lightning strike it might be

necessary to run 1000 time steps and so the computer time required to run the
MFIE alone could be long. The hybrid method is expected to be longer although

no example runs were found.

3. Numerical Accuracy. The numerical accuracy of results from the

MFIE method is determined by several approximations. One is the representation

of the current on a patch by a constant value. Anotner is the approximation

of the angular dependence of an integrand by a Fourier series. The hybrid method

includes the above approximations as well as the boundary condition on vector
components of the surface current at boundaries between the plane surfaces

treated hy the EFIE and the voluminous ones treated by the MFIE. The errors do

not seem large. Scattering from a sphere is predicted to within a few percent

of the exact expression and the agreement between the calculations and measure-

ments for the MIG-21 model is also good.

4. Physical Accuracy: The MWIE method and the hybrid method are limited

in their physical accuracy by the number of patche,. used to represent a surface.
In the example of scattering from a 1 m radius sphere, the surface of Lhe sphere

was divided into 160 patches, Unfortunately the gridding used for the MIG-21

was not given.

5. User Orientation: Th4 code is available with limited support from

L.,,wrence Livermore Laboratory, and is referred to as S3T-LLB [36],

6. Freqen~c.,yij,. The MFIE and hybrid methods are. both good It. hIih

frequencies. The high freauency limit is determined by the patch Spacing b;,aLASP
the step lime At iust be less than the time it takes light. to travel from on(,

patch to a neighboring patch. Aý a ptactical matter, for In patches, the upper
frequency Jimi t is on the order of several hundred Mil. l he low fre.'quency 1,11t.
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of the code is determined by the number of time steps that can be run before

numerical errors mask the results. The lower frequency limit is not known.

7. Attached Stroke: At the present time, the code is used only for

field illumination and has not been used for current injection. The codes would

have to be rewritten for an attached stroke.

8. Test Case: The test configuration includes a ground plane and

return conductors and will be a current injection test rather than field

illumination. Neither the MFIE nor the hybrid method can incorporate these

features without modification.

9. Aircraft Size: Small aircraft models have been treated. However,

for real sized aircraft, it is not clear whether this code can handle very large

aircraft such as a B-52.

10. Lightning Environment: As the methods are presently written, non-

linear conductivity and time dependent media cannot be incorporated into

the solution without a non-trivial change in the integral equations beinig solved.

Without much trouble, lightning near fields could be incorporated as the driving

fields.

11. Experimental Verification: The hybrid method has been compared

to extensive measurements by Bennett. The verification has been performed with

arbitrarily shaped geometrical objects like plates and with model aircraft such

as the MIG-21 model discussed in the text. The comparisons have been for scat-

tered fields however. This may not be a sensitive test of surface current or charqe

density on the aircraft which are important for a lightning coipling calculation.
3.3.3.3 MFIE (Perala)

Using a method of solving the time domain MFIE very similar to that

of Bennett and Weeks, Perala [30] has studied the response of a fat cylinder

to a NEMP excitation. The object of this work was the explicit calculation of

surface currents rather than scattered fields.

The cylinder which ha, been illuminated by a NEMP pulse is shown in

Figure 3.34. The length to diameter ratio of the cylinder is about 1.0. This

shapp cylinder is difficult to treat by other computational methods and is

well suited to the MFIE solution. The surface of the cylinder was broken up

into 324 patches. The incident field was a GUtussian plane wave approaching the

cylinder broadside (avnroaching from the + x axis in Figure 3,34.). Studies
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were performed for both polarization parallel dnd perpendicular to the cylinder
z axis. Figure 3.3F shows various vector components of the surface current
as a function of the circumferential angle around the cylinder for an inci-
dent field with polarization parallel to the z a.'is. The results show the dip

0in J at 90 as expected from the vanishing of nxA at 900. In addition tothe response shown in Figure 3.35, other responses were calculated including
surface currents in the frequency and time domain for many positions on
the cylinder.
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The discussion of this code with regard to the eleven evaluation

criteria is very similar to the discussion for the MFIE of Bennett and Weeks.

1. Computer Memory: For the cylinder example described in the texi..

the computer code required 243k 8 words on a CDC 6600. There have been no

aircraft treated by this method. Clearly the memory requirements are very

large.

2. CP Time: For the fat cylinder, the runs described in the article

by Perala took about 1 hour of CP time.

3. Numerical Accuracy: The numerical accuracy of the method is limited

by the rectangular approximation used to evaluate the integral, by a parabolic

fit of the time dependence of J, and, by an approximation used to evaluate the
Fourier transform integrals to get frequency domain results.

4. Physical Accuracy: The cylinder is well represented by the 324

patches which are used in the example described in the text. Aircraft would

have to be partitioned into surface patches and the method would have the same

physical accuracy limits as the MFIE method of Bennett.

-5. User Orientation: T~here are no user manuals or documentation for

this code and so it is not user oriented at the present time. The method

would probably require a skilled user to partition a complicated surface

such as that of an aircraft.

6. Frequency Range: Same as Bennett and Weeks.

7. Attached Stroke: Same as Bennett and Weeks.

8. Test Case: Same as Bennett and Weeks.

9. Lightning Environment: Same as Bennett and Weeks.

10. Aircraft Size: Same as Bennett and Weeks.

11. Experimental Verification: Armour [37] has made measurements of

the current distribution on a wire grid model of the fat cylinder. The measured

results are in fair agreement with Perala's calculations, although the wire

grid model is itself only an approximation to the fat cylinder.

3.3.3.4 MFIE (Sancer)

The response of an aircraft to a NEMP excitation is sometimes calcu-

lated using e stick model of the gross features of the air.raft. The currents



iLf

flowing on the segments of the stick model represent the bulk currents on the

real aircraft fairly accurately. When surface current densities on the air-

craft are required from such a model, it is customary to assume that Ibu /2,r

gives Lhe surface current density on a structural member of radius r. This

approximation was believed to improve as the wavelength of the driving fields

became larger. However, Sancer [38] has shown that the current density on an

object, specifically a cylinder, can be very different from Ibulk/ 2'fr even at

low frequencies. This observation led Sancer to employ the MFIE in an analysis

of the coupling of a NEMP pulse to an aircraft because the MFIE would provide

the correct low frequency behavior.

Sancer's approach was to use the frequency domain MFIE and solve the

integral equation by the Method of Moments technique discussed in Section 3.2.3.

The integral equation was transformed into a system of linear equations by

dividing the surface of the scatterer into patches and evaluating the integral

over each patch under the assumption that the surface current on each patch

is constant. Excellent, but very elaborate, methods were employed to take into

account all the simplifications afforded by the symmetries of the scatterer.

Systems of equations were derived for objects with a single plane of symmetry

and with three planes of symmetry. These equations are complex and can be

found in Sancer's work [31]. The partitioning of the scatterer's surface has

been accomplished in a way so that small patch sizes can be used near junctions

and boundaries where the surface current is a strong function of position.

The method has been applied to plane wave excitation of a cylinder and

the results have been compared to measurements by Burton et al. [391. The exoeri-

mental arrangement is shown in Figure 3.36. A sinusoidal plane wave is generated

at the corner reflector and excites currents in a scattering object (cylinder)

a distance d from the source. The surface current density on the cylinder is

measured by a probe which can be moved up and duwn the length of the cylinder.

The cylinder can also be rotated through an angle 1. Figure 3.37(a) and 3.37(b)

show the measured and calculated amplitudes of the surface current os i func•Lion

of height. The calculations have been scaled by a single multiplicativo corstant

to account for a lack of calibration. The aqreement is excellent.

Sancer has also made calculations of the current densmty ol a model %4.1

aircraft. The aircraft is shown in Figure 3.3t' and consists of structi.ral
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elements 'wings, fuselage and stabilizers) which are cylinders of elliptic

cross section. The structural members intersect at right angles only. (!ver

100 patches of variable size were used to represent the surface areas riquired

in the calculation. Figure 3.39 shows the surface current density along the

top of the fuselage as a function of the position along the fuselage. Figure

3.3.40 shows similar surface current density along the bottom of the fuselage.

The calculations compare very well with the measurements which were made by

Liepa [40] at the University of Michigan. The current density near the vertical

stabilizer is expected to be in error because of the singular behavior of

solutions using this method near edges.

Next, the eleven evaluation criteria are discussed.

1. Computer Memory: There is no definite information on the computer

memory required for a calculation such as the one for the model aircraft. How-

ever, the use of symmetries in the simplification of the integral equati:in

would reduce the required computer storage.

2. CP Time: Again there is no information on the computer time

required to perform a calculation. Large matrices (400 x 400) have to be

inverted, however. Also, the result of a calculation is the current density

at one frequency. To obtain a time dependent response, the current densitv

will be required at a few hundred frequency points so the computer time ro-

quired for a time dependent solution will be substantial.

3. Numerical Accuracy: The numerical accuracy depends on such factors

as the matrix inversion method, the number of patches used to represent the

aircraft area, approximations used to match the solution between various

structural parts of the aircraft and the approximations used to represent the

functional dependence of J between patches. Numerical errors were investigated

very carefully and it was demonstrated, for example, that the solution was in-

dependent of patch position and size. The method, however, does not determine

the surface currents near junctions or boundaries because of the singular

behavior of certain matrix elements.

4. Physical Accuracy-; Using the model, a solution can be obtained only

for an aircraft with uniform, elliptical cross section cylinders as structural

parts. Furthermore, the model cannot represent aircraft with structural members
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whicb intersect at other than right angles. The solution neer junctions

and boundaries is not reliable.

5. User Orientation: The original MFIE method of Sancer is not docu-
mented. It was written with input options to change the patch spacing and
size near edges where the surface current density is a strong function of
position. A computer code NEC which will be described in Section 3.4.2 has
incorporated this method, or a similar one, to so', e for surface current
density on voluminous objects. The code NEC is well documented and is relatively
user oriented, considering its size and complexity.

6. Frequency Range: This method of determining surface currents is
particularly suited to lightning because of the relatively low frequency content
of the lightning stroke and the exact treatment by this method of the coupling
at low frequencies. The high frequency limit is not known but for similar NEC
methods [41] the requiremont is that X > 5 x (patch size). For a 1 m patch size,
this restricts the frequency to less than 60 MHz.

7. Attached Stroke: Sancer's method does not include a direct drive
of the aircraft or scatterer and so to incorporate attached stroke phenomena
the method would have to be rewritten.

8. Test Case: The method has been L-ed for NEMP illumination of an
aircraft model over d lossy earth. However the method is not presently designed
to handle direct drive. Return conductor wires would be hard to treat.

9. Lightning Ernvironment: Although the method can probably treat
lightning near fields without a great deal of modification, it cannot treat
the attached stroke. A more serious failing, however, is that the calculations
are made in the frequency domain. Therefore, a time domain response must be
obtained by a Fourier inverse procedure and this precludes treating non-linearities
or time dependent media properties (air conductivity) in a straightforward

manner.

10. Aircraft Size: The method has been used to treat model aircraft
but it is not clear what limitations there are on the size of the aircraft it
can handle.

11. Experimental Verification: The method has been verified experi-
mentally for plane wave illumination of a cylinder over a ground plane and of

a model aircraft.
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3.3.4 Electric Field Integral Equation (EFIE)

3.3.4.1 Introduction

There are several methods which use forms of the EFIE as derived in Section 3.2.2

or which use a combination of the EFIE and MFIE. These methods are reviewed in

this section and they include AMP/NEC (Section 3.3.4.2), a code developed by

Chao and Strait (Section 3.3.4.3), a code developed by Curtis at Boeing, and

. a Thin Wire Time Domain (TWTD) code developed at Berkeley (Section 3.3.4.5).

Because many of the codes use a wire grid structure to model an object, some

general considerations on wire grid models have been iiscussed in Section 3.3.4.6.

Finally, the EFIE methods use an approximation calleo thp. thin wire approximation

and this has been described in Section 3.3.4.2.

3.3.4.2 AMP/NEC [41-45]

There is an evolution of computer codes primarily developed by MB

Associates, one code of which is the Antenna Modeling Program (AMP and AMP2) [45].

The Numerical Electromagnetic Code (NECI and NEC2) is an outgrowth of AMP but has

been developed at the Lawrence Livermore Laboratory (41-44]. All of these codes

provide frequency domain solutions. AMP and its predecessors were restricted to

thin wire models and solution of the EFIE by the method of moments. AMP2, NEC1 and

NEC2 have added the ability to treat voluminous surfaces by patch segmentation of

the surface using a solution of the MFIE (also by the method of moments) [41-45].

In the following paragraphs, the thin wire EFIE method will be des-

cribed. The MFIE solution by means of patching was discussed in Section 3.3.3.3
(Sancer's Model Aircraft). The most advanced of the codes is NEC2 [41-44] and it

is the only one that needs to be considered as a candidate for a lightning external

coupling calculation. Important features of the other codes are included in NEC2.

From Section 3.2.3, the EFIE in the frequency domain is

"x o n x J 2-w o0 Co0 (r,r') Irskr') + i•(r,r')(•'. - )J ds' (3.3.4,1)

where ,1, is exp (jkR)/R and is is the unknown surface current. The driving field is
to. Consider the problem of finding the current 1. on the surface of a cylinder

(circular cross section) whose radius "a" is small compared to a wavelength.

Following the discussion in [41), take J to be coicentrated at the center of

the wire and assume that the current J flows only in the axial direction. That is,
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I(s) s = 2a js( ) (3.3.4.2)

where s is a vector in the' direction of the axis of the wire. The vector cross
products in equation (3.3.4.1) arise because the tangential component of-•TOT
must vanish on the conducting surface S'. For a straight cylindrical wire, this

boundary condition can be written in terms of a dot product of • with s. Using

this fact and equation (3.3.4.2), one obtains

1 f I(s) (k s T- rr') ds' (3.3.4.3)
= j4wTo Lsas

where the integration is over the lenoth L of the wire. Equation (3.3.4.3) is an

integral equation in the unknown current I(s) with o as the driving term. The

following is a list of the assumptions used in deriving the EFIE for thin wires,
i.e. equation (3.3.4.3):

(1) Transverse currents can be neglected relative to axial currents

on the wire. ,
(2) The circumferential variation of axial current can be neglected.

(3) The current can be represented by a filament on the wire axis.

(4) The boundary condition on the electric field needs to be enforced

in the axial direction only.

Equation (3.3.4.3), and the frequency domain MFIE which is used in

AMP2, NECI and NEC2, are solved by the method of moments. The EFIE is used to

treat thin wire structures only. Wire structures are partitioned into segments,

and point matching or collocation is used, that is, the weighting functions in

the mcýthod of moments are delta functions. The basis functions used to represent

the currents on a wire have constant, sine, and cosine terms. Mathematically,

In (s) = An + Bn sin (s-sn) + Cn cos (s-sn) (3,3.4.4)

where In(s) is the current on the nth wire segment, An, Bn and Cn are constants,

and sn is the position of the middle of the nth wire segment. The variable s is

a measure of distance along the wire segment. The current and charge density

are miatched at joints between wire segments.
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The same collocation method is applied to the MFIE except in this
case the basis functions are a set of pulse functions. If s is 'he surface

current density, then

N
p

is('r : li tli 2i t2i)vi( ) (3.3.4.5)

where Np is the number of patches, J and J2i are constants, tli and t 2 i are

orthogonal unit vectors parallel to be surface of the i patch, and vi(r) is

a function that is 1 on the ith patch and zero elsewhere. Equation (3.3.4.5)

is used for all patches except those to which a wire is connected. A wire is

allowed to connect to a patch only at the center of the patch. This is shown

in Fiqure 3.41(d) for a cylinder with a wire attached. Furthermore, those

patches which have a wire attached are further broken down into quarters as

shown in Figure 3.41(d) and also in Figure 3.42.

NEC2 has the provision to include drive by a voltage or current source

between wire segments, or, by an incident radiation field. Also, NEC2 can include

the effect of a ground plane by either of three methods:

1) the method of images can be used for a perfectly conducting

ground plane;

2) Sommerfeld's method can be used for small (< lx) interaction

distances and an asymptotic expansion used elsewhere; or

3) a modified method of images using Fresnel reflection coefficients

can be used.

Sommerfeld's method is the most demanding on computer resources and the Fresnel

reflection coefficient method gives the best compromise between accuracy and

computation time.

Three example calculations will now be described. The first is scatter-

ing of a plane wave by a stick model of an aircraft, the second is scattering of a

plane wave by a sphere, and the third is the radiation pattern of the cylindrical

satellite with two whip-type antennas. The first example uses only the EFIE

solution of NEC, the second uses only the MFIE solution, and the third example

uses the hybrid capabilities of NEC.

Figure 3.43 shows the stick model of an aircraft that has been

analyzed. The aircraft sections are broken up into a total of 29 segments. The

driving field is shown incident on the front of the aircraft with its electric
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Figure 3.41 Development of Surface Model for Cylinder with
Attached Wires [41]
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Figure 3.42 Detail of the Connection of a Wire
to a Surface at the ith Patch [41]
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Figure 3.43 Stick Model of Aircraft Used to Test NEC2 W41]
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inc
field in the plane of the wings and fuselage. For the example calculation, qi

was taken equal to zero, i.e. head-on incidence. The frequency of the exciting

field was 3 MHz (x = 100 m) and the overall length of the aircraft was 68 m.

Table 3.2. shows bulk currents at four positions on the aircraft. There were

no measurements or calculations with which to compare these results.

The next example calculation was tne scattering of a plane wave by

a sphere. Figure 3.44 shows the patch selection used for this problem. The

* patches are selected to have approximately square shape at all latitudes. There

* were 80 patches total. The wavelength of the incident radiation was 100 m and

the sphere had a radius of 46 m. Figure 3.45 shows the scattering cross section

as a function of angle compared to analytical results from the University of

Michigan. There are two cross sections represented in Figure 3.45 . The first

set of results are represented by a solid line (analytical result) and the dots

(NEC calculation). These are results For scattering to an angle 0 in the pla'Ie

of the incident i and incident ý (E-field scattering). The second set of results0

includes the dotted line (analytical results) and crosses (NEC calculation) which
r, Kresent H-field scattering, that is sca-tering at an angle e but in the plane'

oi the incident I and incident H-. The agreement with analytical results is
0'

excellent.

The third example uses both the EFIE and MFIE solution capabilities

of NEC. Figure 3.46 shows a cylinder with two attached wires. This is the

same object which was shown in Figure 3.3.40 as an example of MFIE patching.

The radiation pattern from this structure has been calculated and the values

compared to measurements made by Alberston et al. [46]. Figure 3.47 shows a
comparison of the calculated intensity distribution (solid line) with the

measurements (dots). The distribution is calculated as a function of angle o

in the plane of the two antennas.

Next the eleven evaluation criteria are discussed.

1. Computer Memory: This code will require more than 100k8 words

except for certain small problems. Recommendations from the AMP User's Manual

for a CDC 6700 state that 210k 8 words should be reserved for loading the program.

The NEC program listing has over 5000 cards.

2. CP Time: The CP times which are available for the examples are for
orie frequency only. For the stick model of th& aircraft the matrix fill and

inversion time was 1.2 sec and for thu sphere problem it was 1.1 sec. For the
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Table 3,2 Values of Bulk Current for the Stick Model Aircraft
Shown in Figure 3.43 [44]

Physical Position Bulk Current
(see Fiqure 3.43) (Arbitrary Units)

A 0.18

B 0.08

C 0.07

D 0.005
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Figure 3,44 A Diagram of the Patch Segmentation Used to Represent
the Scattering From a Sphere [44]

I

0 20 40 60 s0 100 120 140 160 160iii~i',": O(DEG)

Figure 3.45 Graph of the Bistatic Radar Cross Section as a Function
of Angle o Between Incident and Scattered Directions.
The Solid and Dotted Lines are Analytical Results of
the University of Michigan. Solid Line and Dots Represent
E-Pianre and Dashed Line and Crosses Represent H-Plane
Scattering [44]-
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Figure 3.46 Diagram of the Cylinder/Wire Structure Used for Demonstrating
the NEC, EFIE, and IIFIE Hybrid Techniques [44)
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Figure 3.47 Comparison of Calculations of Radiation Pattern
from a Cylinder/Wire. Structure to Measurements

i! Made by Albertson [46]
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cylinder/wire problem, however, the time was 12.6 sec. In order tc determine

a time dependent transient response, a Fourier inversion will have to be

performed. This requires typically 200 frequency calculations so therefore

the actual execution time would be longer. The execution times would be more

than about 4 minutes for the stick model and the sphere, and would be more

than about 40 minutes for the cylinder/wire. An aircraft model for a lightning

coupling model would almost certainly require detail exceeding that used in the

cylinceer/wire problem.

3. Numerical Accuracy: NEC2 is probably one of the most accurate

i codes discussed in this report. There have been exten3ive efforts to reduce

numerical errors in integration routines, for example. The good comparison with

sample calculations (Figure 3.45) and with experimental data (Figure 3.47)

supports this conclusion. There is one problem. For certain voluminous structures,

the calculated response can be dominated by spurious internal resonances. Care

must be taken to avoid calculations at these frequencies or to include extra

physical structure inside the cavity to destroy the resonance.

4. 'Physical Acracy: Because NEC2 has both EFIE and MFIE solution

ability, the physical representation of both thin structure (by wires) and

bulky structure (by patches) is very accurate. The patch representation of the

cylinder/wire combination is shown in -igure 3.41.

5. User Orientation; Both AMP and NEC have the best documentation of

any of the codes which have been reviewed, except possibly for THREDE. For both

codes there is a User manual with example inputs and outputs, a systems manual

which deacribes the subroutines and variable names, and an engineering manual
which describes the theory on which the code is based. The code itself Is

very large, about 5000 cards, and so any modifications will require an intelligent

user.

6. Frequency Range: The code can handle fairly high frequencies,
""100's MHz, provided that the diameter of all wire segments remain small com-

pared to the wavelength of the exciting radiation. As described in (3) some

physical structures may show artificial resonances at frequencies where the
structure has internal resonances.

7. Attached Stroke: NEC could model an attached stroke very well using
wire segments to model the return stroke channel and using NEC's capability
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to load the wire segments inductively, resistively or capacitively. Distributed
or discrete voltage and/or current sources can simulate the source.

8. Test Case: NEC has extensive methods to treat lossy ground planes.

Also, it could represent the return conductors that are usually employed in a

test case and it can represent current injection. Only non-linear features

of the test procedure, spark gaps for example, could not be modeled. This is
a severe restriction because spark gaps will almost certainly be used in the
test configuration to produce large rates of change of electric field.

9. Aircraft Size: The code cdi model both large and small aircraft,

but large aircraft might require excessive computer memory.

it i: 10. Lightning Environment: A limitation of the NEC code is thatf
it i writenin the frequency domain. In order for the time domain response

to becalculated, the system must be a linear one in order that a Fourier inver-
sion can be performed. Therefore, NEC will not be able to treat the non-liticr

parts of the lightning environment. Some modification of the code would be

required to treat near field excitation.

11. Experimental Verification: There has been substantial verification

of NEC calculations although the verification has been by comparison with ana-
lytical solutions of problems as much as by experiment. NEC has nut been used
to model the full detailed structure of any aircraft.

3.3.4.3 SYR [41-48); CHAOS £49-50)

Chao and Strait [471 at Syracuse have developed a method (which we

will denote SYR) of solving the EFIE for general structures composed of wire

segments. The method has been extended by Armour [49-50) and a computer code CHAOS

based on the method has been written by Armour. The original work by Chao and

Strait focused on radar cross sections and radiation patterns from antennas.

Armour's published work has focused on the NEMP response of geometrical objects

and aircraft.

The method developed by Chao and Strait uses the freauency domain

EFIE in the thin wire approximation. The form of the EFIE used in the SYR

method is similar to equation (,3.2.11). The Intenral equation in the one 41

dimension of the wire length has been reduced to a set of linear equations by
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the method of moments. Galerkin's method has been used rather than point match-
ing, and the test and weighting functions employed are triangle functions. The
use of Galerkin's method with triangle functions enabled the integrals to be
performed analytically. The expansion functions were chosen to conserve current
at a junction of several wire segments. The method includes the possibility of

loading each wire segment by defining the impedance relationship on a se'nict.

A computer code has been written to implement a numerical solution by
the method described above. The code was written to determine radiation fields
produced by discrete sources in the wire structures or by scattering of an
incident plane wave. A listing and some documentation on the code are avail-
able, but the information is not nearly as extensive as that provided with NEC.
The problems which have been solved are mostly antenna radiation problems.
Figure 3.48 shows a wire cross scatterer that has the basic shape of an air-

craft. The scattered radiation fields have been calculated for a plane wave >
excitation incident on the cross from the top as shown in Figure 3.48. Figure
3.49 shows the bistatic radar cross section or scattering pattern for thej
cross. Chao and Strait have calculated other radar cross sections but none of
significance to aircraft or lightning coupling. There was no explicit compari-
son to any other calculation or to experimental work.

In work performed at the Atomic Weapons Research Establishment

J (AWRE), Armour has used the same basic method to develop a code named CHAOS
that solves for Induced currents and scattered fields from wire grid structures.
There are improved routines that treat junctions between wire segments and
there is an added capability to invert large, dense matrices. There is no list-
Ing or documentation for the code [49-50].

Computations of EMP induced surface currents using CHAOS have been
performed for several geometrical structures and several aircraft. In addition,
some measurements on a wire grid cylindrical structure have been made.

Figure 3.50 shows a wire grid model of a fat cylinder which has

been used to evaluate the errors in wire grid modelling of surfaces. Both
calculations and measurements have been performed using the model. The measure-
ments were performed in a travelling-wave simulator which produced a plane wave
excitation with a double exponential time dependence similar to a NEMP. Figure
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3.51 shows a comparison of the total axial current as measured in the simu-

lator and calculated using CHAOS. The agreement in pulse shape i1s fairly good.

Figure 3.52 shows the comparison of CHAOS calculations with measurements for

the frequency domain. The predicted frequency spectrum has the overall basic

shape of the measured response, but doesn't show the fine structure that appears

in the measurements.

CHAOS has also been used to model the Flll fighter. A diagram of the

wire grid structure that has been used in this model is shown in Figure 3.53.

This model represents a fairly complete model of an aircraft for the wire gridI

technique. There were 756 wire segments used in the model and the aircraft

was 22.4 m long. The wire radius was chosen so that the area of all the wires

is equal to that of the modelled surface. The effects of wire radius have been

discussed by Castillo et al. [51). The Flll model was illuminated by a NEMP

excitation. The EMP fields were incident on the top of the aircraft and had a

polarization either parallel or perpendicular to the fuselage. Table 3.3 shows

a comparison of the peak transient surface currents predicted by CHAOS and

reported by Holland [16]. The agreement is fairly good for peak values. Figures

3.54 and 3.55 show the current density as a function of time for TP 208. The

data reported by Holland in Figure 3.55 include both calculations by THREDE

(discussed in Section 3.3.2) and measurements made at an HPD facility at AFWL.

The agreement between the measurements and the two calculations is good. Note

that the THREDE and measured data are the time derivative of the surface current

density, 3, whereas for the CHAOS' data, the surface current density Js has been

calculated. Figures 3.56 and 3.57 show the frequency spectra for CHAOS and for14

the data reported by Holland. The frequency spectra are difficult to compare.

The data in Figure 3.56 need to be multiplied by angular frequenzy w before they

are compared to Holland's data in Figure 3.57. The CHAOS data, after being

multiplied by frequency and given an arbitrary vertical position, are shown

in Figure 3.57. These data do not compare as well to the measurements as do the

THREDE data, especially in the region of 10-30 MHz. The Anglo-French Jaguar l

aircraft has also been analyzed using CHAOS but there are no measurements or

other calculations with which to compare the CHAOS results.

Next, the eleven evaluation criteria are discussed.
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Taý,.o 3.3 A Comparison of Peak Surface Currents for the Fill as
Calculated by CHAOS and Reported by Holland [503

(a) E-field parallel to fuselage (axial current).

Current Density A/MTest Wire
Point Number Measured Predicted

TP 382 134 285 400
TP 208 22 300 310
TP 195 150 220 285

(b) E-field perpendicular to fusela'ge (circumferential current)

Test Wire Current Density A/M

Point Number Measured Predicted

TI'181150 85
TP 182 87 115 80
TP 150 15 125 125
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1. Computer Memory: There is no mention of computer memory require-

ments for the original Chao and Strait work which was implemented on an IBM

360/50 computer. For a simple structure of 50 wire segments or less, the code

probably uses less than 100k 8 words. Bevensee and Brittingham [35] have taken

a version of the Chao and Strait program (1100 cards) and performed benchmark

calculations on a CDC7600. The code required 31k 8 words of memory for a structure

with less than 50 wire segments. The CHAOS code certainly requires more than

lOOk 8 words since it has the ability to invert large, dense matrices and can

include .700 elements. The code is currently implemented on a Cray I computer

at AWRE.

2. CP Time: There is no mention of computer run time in any of the

"reports available. However, for a problem such as the Flll, very large matrices

will have to be inverted, perhaps as large as 700 x 700. This ';'ýist be done at

many frequencies in order to get a time domain response.

3. Numerical Accuracy: The codes are limited in their accuracy by .,
the type of expansion function chosen to represent the current and by the

boundary conditions used at wire junctions. CHAOS has similar limitations.

Both methods, when applied to wire grid models of closed voluminous surfaces,

are susceptible to spurious resonances inside the structure. Also, in a

comparison of SYR with WIRANT, OSU and BRACT [52), the SYR code was not as

accurate as the OSU code.

4. Physical Accuracy: In order for an aircraft coupling calculation

to be performed, an all wire grid model of the aircraft needs to be constructed.

These methods, therefore, probably cannot treat complicated surfaces as

efficiently or as well as codes such as NEC2 which employs both surface and

wire elements to model an object.

5. User Orientation: There is a listing of the SYR code with some

documentation, however, there is no listing or documentation for the CHAOS code.

6. Frequency Range: The CHAOS code has the ability to do both

high and low frequencies. The upper frequency for a wire grid model is deter-

mined by the wire radius "a" since it must remain large compared to "a".

typically, the upper limit is 50 MHz or larger. Armour recommends that a

minimum frequency of C/(IOOOL) be used. For lengths of 1 m, the minimum fre-

quency is 0.3 MHz.
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7. Attached Stroke: A lightning attached stroke channel could

be modelled as wire segments. The Syracuse code can model the channel as

reactively loaded wire segments. CHAOS doesn't have this ability although it

could probably be incorporated in the code. Non-linear aspects of the attached

stroke could not be treated, however, sipce both codes are written in the

frequency, domain.

8. Test Case: Both the Syracuse and CHAOS codes could model some

aspects of the test case. They could model the current injection as a wire

segment (the Syracuse code can have a loaded wire segment if appropriate) and

they could represent thle return conductors that will probably be used around

the aircraft. Neither code has the provision to do a ground plane, however.
Also, both codes are written in the frequency domain and so they cannot handle

the non-linear behavior that would occur in the test fixture.

9. Aircraft Size: CHAOS has been applied to fighter aircraft such

as the F1ll and the Jaguar. The code could model large aircraft except the r
spatial resolution and the upper frequency limit would be degraded.

10. Lightning Environment: Both codes can treat the current in-

jection aspect of an attached stroke and both could handle the near fields of

a return stroke with some rewriting of the codes. However, the codes are

written in the frequency domain and rely on the linearity of the system to be

able to construct the time domain response. Therefore, non-linearaspects of

the liqihtnin, environment such as streamer and corona formation cannot be

treated in A straightforward manner.

11. Experimental Verification: The method has been compared to

-measurements on geometrical shapes such as the bird cagie (Figure 3.50)

and the Flll aircraft. Frequency domain data for the Flll do not agree as

well with experiment as THREDE predictions.

3.3.4.4 Ohio State University [53-56]

Richmond (53-561 at Ohio State has solved an integral equation

formulation of Maxwell's equations by the method of moments and has employed

the thin wire approximation to treat wire structures. The method includes

isotropic media and nround plane structures, and has been used to determine
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antenna radiation patterns as well as scattered fields (bistatic radar cross

sections, for example).

A unique and general integral equation called the Reaction
Integral Equation (RIE) has been derived by Richmond. The RIE method encom-

passes both the EFIE and MFIE depending on a choice of test function.

Although the method is more general than the EFIE or MFIE, it has been included

in the EFIE section because the actual solution is implemented using the thin

wire approximation and the method of moments. The class of problems that have

been treated using this method is therefore very similar to those treated by

the EFIE methods.

The fundamental principles used in deriving the RIE are the Reaction

Theorem of Rumsey (571 and the Surface Equivalence Theorem of Schelkunoff [581.
Figure 3.58(a) shows a scattering problem in which sources Mo, Jo produce inci-

dent fields Es,Ho which scatter from an object having surface S and volume V. Let I

Es, Hs be the fields produced by the induced currents on surface S, and let ET,

Ht be the total fields. The equivalence theorem states that sources Js, Ms

given by

Js =n xlT
(3.3.4.4.1)

Hls tT Xn,

when installed in place of the scattering surface S, produce the same scattered
fields outside the scattering surface S and produce fields -Eo,-Ho inside. This

is shown in Figure 3.58(b).

Ntow suppose that a test distribution of sources, JT' MT, are placed

inside the surface S as shown in Figure 3.59. The Reaction Theorem now

requires

f(Js- tt - As " At) dSt P" o ' t --o ' At) dV (3.3.4.2)

where S' is the surface on which the test sources reside, Et and Ht are free

space fields from the test series, and V is the volume enclosing the sources

1o, go of the incident field. By an appropriate choice of test function, this

equation can be cast into the form of the EFIE or the MFIE.
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The scattering geometry is restricted to wire segments and the test

sources are chosen to be filamentary electric dipoles with sinusoidal current

distribution. The unknown currents J. are described by a sum of sinusoidal

expansion functions and using the thin wire approximation discussed earlier

(Section 3.3.4.2), the RIE cin be transformed to a set of linear equations

Sz . - v (3.3.4.3).,

where the elements In of the vector I are the coefficients of the expansion

of Js' the elements of [z I are in the terms of integrals of test and expan-

sion functions, and the elements Vn of V are in terms of the driving source I
parameters Jo, Mo. This set of linear equations is similar to the set of
equations which would result from the solution of the EFIE by Galerkin's ]
method with sinusoidal test and by expansion functions. The constants In are

the unknowns and can be determined from equation (3.3.4.3) if [Z]-I exists.

A computer code based on this method has been written by Richmond.

It is fairly well documented and many examples of the code's operation are

given [53-56]. The code 'can treat antennas or scattering objects represented
by wire grid structures. It can include homogeneous, linear, conductinq materials
3round the wire segments and can include a ground plane. The wire segments

may have fin'ite conductivity and may have dielectric material around them.

According to Richmond [63] the method has been used to calculate
radiation patterns and scattering cross sections for antennas and wire grid

models of plates, spheres, cones, aircraft and ships. However, in the publi-

cations reviewed here, no aircraft models have been found. The data for

scattering from a 2D circular cylinder for TE inciuent polarization has been
calculated and compared to an eigenfunction method of solution. The data are

shown in Figure 3.60 and the agreement between the OSU and eigenfuction

methods is excellent for this example.

The eleven evaluation criteria will now be discussed.

1. Computer Memory: The program is described and compared to other

NEMP codes in a review article by Bevensee and Brittingham [35]. Several versions
of the OSU code have been run. A small version (1100 cards) used about 50kB
words of memory on a CDC7600 for a bistatic scattering calculation from a
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structure having less than 55 points and 50 segments. A more elaborate

version, run again on a CDC7600, had about 3000 cards in the program and

used ll0ko. of memory for a similar scattering problem. The second version

was a user-oriented modification of the code which could treat a lossy ground.

2. CP Time: An example calculation of back-scattering from a 60

segment wire grid model of a plane took 100 sec for one frequency. This version

of the code was not well optimized, however, and some extra parameters were

calculated that were not required for that specific problem. In any event, a

time domain response would require several hundred frequency points to be cal-

culated, and for such a task the CP time would probably be in excess of 1 hour.

3. Numrical Accuracy: The numerical accuracy of the solution is

limited by the sinusoidal expansion functions and by the use of Simpson's Rule

to evaluate certain integrals. A comparison of several frequency domain codes

has been performed by Miller et al. 152] and the OSU was found to be good

numerically compared to versions of the Syracuse code, BRACT (a forerunner of

AMP) and WIRANT. The comparison was made for scattering from three wire shapes:

a straight wire, an L, and a cross. The numerical accuracy is therefore as good

or better than these other codes for the three examples given.

4. PhsclAcuay The method has the same modeling inaccuracies

as any other code which relies strictly on wire grid representations of a

structure. Therefore, the same discussion made for the Syracuse code applies

here. The physical modelling accuracy is not as good as a hybrid code such

as NEC2.

5. User Orientation: The original code developed by Richmond is

well documented including listings and descriptions of various example problems.

Richmond states that "an experienced engineer" would be required to use the

code properly.

6. Fre~quency Range: Like the other wire grid models, this method

has a broad frequency range limited principally by computer capabilities.

7. Attached Stroke: The OSU code can model current injection but

cannot model the non-linearities in the attached stroke. The discussion is

the same as for the Syracuse code.



8, Test Case: The discussion is the same as for the Syracuse code,

namely, current injection and the return conductors can be treated nicely.but

the non-linearities such as spark gaps cannot be handled easily.

9. Aircraft Size: As with other wire grid modeling approaches,

large aircraft are likely to require prohibitive amounts of computer memory.

10. Lightning Environment: The discussion is similar to the Syrazuse

code. The major limitation of the code is its inability to treat the non-linear

"aspects of the lightning environment. With minor modifications, it should be

able to treat the near fields of a return stroke.

11. Experimental Verification: There is little experimental veri-

fication of the code, especially for aircraft shaped objects.

3.3.4.5 WIRANT [59-611

Curtis et al. [59-Fl] at Boeing have developed a computer cod

WIRANT which has been used for external coupling calculations of EMP and

lightning to aircraft. The code is based on a standard method of moments

solution of the EFIE in the thin wire approximation. Pulse functions are

used to approximate the unknown currents on wire segments and the reduction

of the integral equation to a set of linear equations is accomplished by

point matchinr,. Because the code is the property of Boeing and is considered

proprietary, listings and documentation are not generally available. However,

the code has been used for EMP and lightning susceptibility studies of many

aircraft including the Flll, 747, YCI4, AWACS P3, the Bl and a Learjet. Some

of these analyses will now be considered.

Figure 3.51 shows a stick model of a 747 which has been analyzed

for its NEMP response [64]. The model consists of 46 straight, cylindrical wire

segments. The current in the wing root (Section 24 in the stick model) as

excited by a 1.8 MHz plane wave incident head-on to the aircraft is shown in

Figure 3.62. For polarization in the geometric plan of the wings and fuselage

the winqs experience larqe resonant currents. The 747 response has been calcu-

lated at many frequencies and from these data the time domain response has been

determined by a Fourier inversion. This time domain response is shown in Figure

3.63. It has a nearly damped sinusoidal waveshape. Other responses have alsc

"been calculated, in particular the iusponse of the aircraft while it is on the

ground.
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A more complete wire grid model of a Learjet aircraft has been

constructed to analyze the TRIP-76 in-flight lightning strike data [62]. The in-

flight WIRANT model is shown in Figure 3.64. This model represents the aircraft

fuselage fairly accurately and represents the~ wings as plane wire grid surfaces.

In addition to the in-flight analysis, the Learjet was also analyzed in a test

configuration as shown in Figure 3.65(a). The computational model for the test

configuration is simplified from the in-flight model and is shown in Figure

It was the original hope to compare the measurements and calculations

for both in-flight and test configurations. Unfortunately, there were negligible

in-flight data obtained that year and so no Calculations of the external coupling

parameters for the in-flight model were reported. Comparison of the limited test

F. ~configuration model and test data are available, however. Figure 3.66 shows a .
comparison of the measured skin current density on the aft fuselage compared

to the measured response for the ground test. The data plotted in Figure 3.66

are time derivatives of the skin current. The measured and calculated data compare

well in peak amplitude but not in pulse shape.

Models of the F11l and 81 have also been developed using WIRANT [63].

The models use wire grid structures to represent the aircraft and are shown
in Figures 3.67 through 3.70 for the conditions of wings swept or wings extended.

The Fill models contain 103 wire elements and the 81 nearly the same. A large I
number of calculations for NEMP excitation have been performed and reported in

Ref. [63]. These data have been compared to measurements made on a real Flli

A aircraft at ARES and on a scale model of the 81 at ALECS. The Flil measurements

used a pulse excitation whereas those on the Bi used swept CW. In general , the

agreement between experirwitn and theory is good.

There are too many responses to report many of them here. There are

30 graphs for the B! alone, for example. Therefore, only several representative

responses will be discussed. Figure 3.71 shows the longitudinal current

renityo parallel ton the Fllfuselage. The tepstpint FS 16 isconethe wto pofa

deniztyo excitled ton the Filfuselage. for topsid NEMoincS10ideonc wthe tpofa
the fuselage just forward of the cockpit approximately as shown in Figures
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3.67 and 3.69. The data in Figure 3.71 shows the time depandence of the

axial current density. The data in Figure 3.72 shows the frequency spectrum
of this axial current. The calculated data are limited to frequencies below
20 MHz by wire grid moceling. Figure 3.73 shows the frequency domain response

for the surface current density on a similar test point for the Bl. The
agreement between the computations and the test data is good for both the

Bi and Fl11.

The eleven evaluation criteria will now be discussed.

1. ComPuter Memory: As with other thin wire codes which rely
strictly on wire grid structures, the computer code 141RANT will require sub-
stantial computer memory for a physically complete representation of an air

craft surface. A benchmark test of WIRANT [35] for a fairly large model, 147

unknown current elements, took 175 k8 words of memory on a CYBER 174. The
program used to analyze the Flll requires 170 k8 words of memory (almost the

entire size of SCM) of a CDC 7600.

2. CP Time: A run for WIRANT using 140 wire segments took 5 CP

seconds. For the benchmark test described above (147 elements), it took RQ
seconds of CP time for five frequency points. For a large structure, the
matrix inversion time limits speed of the code. I

3. Numerical Accuracy: In another benchmark test [5211, the OSU,
SYR and BRACT codes were compared to WIRANT. The OSU code showed the greatest
numerical accuracy. The limiting features of WIRANT are the choice of pulse

test functions and the decisinn to use point matching. The OSU code, for example,

uses sinusoidal expansion functions and Galerkin's method which are more

accurate.

4. Physical Accuracy: Methods such as 14IRANT which use wire grid

modelling are limited to the resolution that can be obtained for large volu-
minous surfaces. The resolution of the Flll and Bl is fairly good, however.

5. User Orientation: WIRANT has been developed by Boeing and is
a proprietary product of that company. Therefore, listings and documentation

oti the code are not available.
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6. Frequency Ranqe: The code has a broad frequency r'ange as do

other frequency domain EFIE methods. in the case of the Fill, the frequency

range is from 10 kHz to 20 MHz. The upper frequency limit is determined by

the largest wire segment of the grid structure.

7. Attached Stroke: The code can model current injection using

wire segments. However, the method relies on system linearity to enable the

calculation of a time dependent response. Therefore, the non-linear charac-

teristics of an attached stroke cannot be modelled.

8. Test Case: WIRANT can model thie test case fairly well, for

example, it can handle current injection and could model the return conductors.

However, it cannot treat non-linear behavior, which is expected to. occur

in test fixtures.

9. Aircraft size: This method can be used to model small aircraft

but it probably cannot model a large aircraft like a B52 cr a 747 wich the

same accuracy as THREDE. Stick models of large aircraft could be employed,

however.

10. Lightning Environment: The code can treat current irnjection

and it could probably handle the near fields of a lightning strike. However,

non-linear aspects of the lightning environment cannot be treated because the

linearity of the system is required to calculate the time domain response.
Therefore, the code cannot treat streamers or corona.

11. Experimental Verification: The code has been extensively
compared to experiment for for the Fill and Bl.

3.3.4.6 Thin Wire Time Domain (TWTD) [65-671

MB Associdtes and Lawrence Livermore Laboratories [65-67] have devel-

oped a method of solving scattering problems using the tire domain EFIE.

The solution utilizes the thin wire approximation described in Section 3.3.4.2

and employs a matrix solution in the time domain. A computer code (TWTD) has

been written based on the method and a complete listing ahtd documentation are

available [671.

The technical approach uses the time dependent EFIE in the form
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S L (3.3.4.6.1)

+ q(s' T) d, c

where s and s' are tangent vectors to a wire seqment, R is the distance fromA J

s' to s,ris the retarded time t = R/c, q is charge density and L represents
an integral over the full length of a piece of wire. The quantity E. is the

incident field which gives rise the unknown current I. This equation is of

the form

' ff(I.s,:', ) (i' (3.3.4.6.2)

where the function f represents the integrand of equation (3.3.4.6.1). This

integral eqjation is reduced to a set of linear equations by subsectional

collation. The wire L is divided into sections, the unknown current on each

section is approximated by a sum of expansion functions, and the inteqral

equation is enforced in a point-wise manner over the physical structure. The

result is that the inteqral equation, for the unknown current reduces to a set

of linear equations of the form

I 1 (t+At) (-Z-1 ),n Vn(t) = Ymn Vn(t) (3.3.4.6.3)

whcre In represents the amplitude for the nth expansion function, Vm (t) is a

function of the driving source, and Ymn is a space matrix which depends on

the geometry and At but not on time. The solution at a time t nAt, where n
is an integer, is therefore given by

I (t = nAt) = [y]nV(t) (3.3.4.6.4)

where tyln stands for [YV.[Y] ... [Y](n times) and the equation has been
written in a more concise matrix notation. In the computer implementation
of the solution, the matrix inversion Z" needs to be performed only once
as long as the geometry is not changed. This represents a substantial time

savings. In a frequency domain method, a matrix inversion generally needs

to be perfornied for each frequency and there may be calculations at several

hundred frequencies in order to obtain an accurate time domain result.
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The expansion functions used in the solution are second order

polynominals in the length along the wire segment.

The TWTD code is especially useful for giving quick, approximate

information on the resonance response of an aircraft. Two example calcula-

tions typify the kind of results that can be obtained with the TWTD code [67].

The first is a calculation of the NEMP response of a stick model of a 747.

"The response has been calculated as a function of time and is shown in the

sequence of drawings in Figures 3.74 and 3.75. The incident EMP strikes the

front of the aircraft. The second example shows the physical and numerical

modeling errors that can be expected with stick model calculations. Three

models of a 747 as shown in Figure 3.76(a) have been studied both experimentally

and theoretically. From left to right, the models are a stick model, a scale

model of a 747, and a pipe model. The pipe model uses larger diameter cylinders

than employed in the stick model but otherwise it has the same shape an' size.

The excitation for the aircraft models is a plane wave incident on the top of

the aircraft with polarization parallel to the fuselage. The measured current

in the nose of the aircraft is shown in Figure 3.76(b). Thern is clearly very

little physical modeling error for this response. Furthermore, there is little

numerical error because the calculated response fits the measured response as

shown in Figure 3.76(c).

The eleven evaluation criteria will now be discussed.

1. Computer Memory: The program listing for this code is 2000

cards long, and for a 60 segment wire structure 370 k8 words were required

on a CDC 7600 in a benchmark test by Bevensee and Brittingham [35]. The

memory requirement can be reduced below 10 k8 by reducing the nuiaber of wire

segments.

2. CP Time: As pointed out previously, the code is very time

efficient. For example, a 20 segment model of a 747 ran in 1.8 seconds. This

run gave the bulk currents on 20 wire segments at each of 600 time steps
, (tmax was 2.4 i~sec).

3. Numerical Accuracy: The method is primarily limited by the

discretization error in choosing the wire segments and in the time steps. Also,

numerical error is introduced into the solution by a Lagrangian interpolation
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(a) Models Used in Measurements: Wire Model, Scale
Model and Pipe Model from Left to Right.
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Figure 3.76 Comparison of Measured Pulse Response of Three Aircraft Models
With TWTD Calculations [67)
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scheme which determines certain current values in the solution. The
numerical error, however, is not very large if the results in Figure 3,76(c)
are truly representative.

4. Phyical Accuracy: The physical accuracy of the stick model for
predicting bulk currents is not very good although bulk currents are predicted
well as can be seen from Figure 3.76(c). However, when a point of entry calcu-
lation requires a surface current density that may vary circumferentially, the
stick model bulk currents cannot give an accurate value for J S. Therefore,
the stick model is limited in accuracy for predicting such parameters as surface
current density which may be important for a full coupling calculation.

5. User Orientation: This code is relatively user oriented when
applied to stick models. There are complete listings and documentation
available on the code 1521. Furthermore, the stick model dimensions and
segmentation are basically the only parameters that need to be changed from
aircraft to aircraft. This will not require a user experienced in EMP or
lightning external coupling problems.

6. Frequency Range: The frequency limits of this code are not
known. However, there is an upper frequency limit determined by the time
step and a lower frequency limit determined by the number of time steps that
can be run before excessive numerical error begins to accumulate. This code
is probably good in the range 0.1 MHz to 50 MHz.

7. Attached Stroke: The code as presently written treats only
applied field illumination and it would have to be rewritten to include the

In principle circumferential magnetic fields around a wire segment could be

used as a current source. There is no provision in the method to take intoI
account streamers or corona formation.

8. Test Case: The code would not be good for the test case since
it cannot treat spark gaps or current injection without some modification.
The physical modelling of the return conductors could be accomplished easily.

9. Aircraft Size: The method can be used for stick models of
large and small aircraft.

141



10. Lightning Environment: The code is not well suited for the

lightning environment since it cannot treat current injection on the time
dependent media expected in the lightning environment. It could treat

lightning near fields with some modifications.

11. Experimental Verification: Some verification of bulk current

has been made for the stick models of Figure 3.76.

3.3.4.7 Thin Wire Models in General

There are several considerations which have been noted in the
literature and which are discussed here. They apply to any model which

requires a wire grid structure to model a closed surface, and this includes

most of the methods reviewed in Section 3.3.4.

First, the surface current density on an aircraft structure of

approx-,ate radius r is sometimes calculated from a bulk current by usin,

the expression Ibulk/ 2f,?. Sancer (38] has pointed out, however, that this

result can be very misleading for induced currents from field illumination,

even at very low frequencies. The circumferential dependence for I on a

cylinder at low frequencies can be calculated from the magnetostatic solu-

tion. If the surface current density is required for a lightning coupling

calculation, then one must beware of using stick model bulk currents to

infer J at critical points of entry.

Second, wire grid models underestimate the surface current density,
Lee, Marin and Castillo (681 have calculated the currents in a wire grid

model and have compared these to current calculated for an actual surface by I
tne EFIE. The comparison shows that the wire grid model underestimates the

surface current density. Examination of the impedance matrix elements showed

that the diagonal and near diagonal terms of the wire grid were smaller than

the actual siirface and that the far off diagonal terms were nearly the same.

The conclusion is that the wire grid model underestimates the coupling be-

tween neighboring parts of the surface.

Third, artificial resonances can occur inside a wire grid structure

that is intended to model e closed, voluminous surface. This has been
observed by Armour [371 among others. The resonances can be avoided by including
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some structure inside the wire grid cavity, however care must be taken in the

interpretation of the wire grid results to avoid such spurious results.

Fourth, the verification of a model by comparison of calculated

and measured data in the far field may not be as sensitive a test of a

model as comparison of surface current density. Therefore, models which work

well for radar echo calculations may not necessarily be good for coupling

calculations.

3.3.5 Singularity Expansion Method (SEM)

From studies of the interaction of NEMP with conducting objects, it

was observed that the response of an object often showed a multicomponent

damped sinusoidal behavior. The scattering objects considered in these studies

were aircraft, missiles or satellites and the response was typically a surface

currunt density or surface charge density to be used in an internal coupling

analysis. Expressed mathematically,
N -t

J( 1=1t) A(i)ei sin wit (3.3.5.1)

where J(4r,t) is some response, r and t are position and time, and and wi

are real numbers. This time domain function has a Fourier transform, J(r,,

given by

N A2Nr ___r

N Aoi () 2N Bi(•) (3.3.5.2)

where a '.at symbol (^) means Fourier transform, and Ai, Bi, Wi and j are

complex numbers. Plotted in the complex w-plane, 3(4,w) has simple poles at

the points wi.

Motivated by this observation, Baum [69] and others sought to cast the

normal frequency domain solution methods into a form which would provide the

parameters Bi and •i directly as a part of the solution. The result of this

effort is the Singularity Expansion Method (SEM). The formulation provides a

concise and elegant form of the transient response for certain problems.

There is an extensive literature to the SEM which is well referenced

in Appendix A. The discussion which follows here can be found in the review

article by Baum [69]. As Baum has pointed out, the "... SEM is not so much

an alternate method for solving boundary value problems but one which should
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be used in conjunction with other methods to cast the solution for broadband

frequency and time response in a more useful form." In fact the actual solution

of the boundary value problem by the SEM may proceed more efficiently by a

formulation that does not directly attempt to determine the poles and residues

of the expansion in equation (3.3.5.2). It may only be after the actual solution

has been obtained that it is efficient to calculate the SEM parameters. In some

cases, where the response is not dominated by the system resonances, it may not

even be helpful to calculate the SEM parameters at all. The great value of

SEM is not in providing new computational techniques but as a way of providing

insight into the physical mechanisms of the resonant part of the transient

scattering response.

A formulation of a boundary value problem, which would give the SEM

parameters directly, starts with the frequency domain integral equations derived I 4
in Section 3.2.2. These equations are of the form

r ,'r ;w) (Jc';w)ds' = F(ww) (3.3.5.3)

where (1 indicates a Fourier transform, K(r,r';w) is a kernel, J is the system

response (perhaps a surface current density), and F(r,o) is a forcing function i
(driving field in a NEMP excitation problem). For simplicity the vector character

has been suppressed. This integral equation can be reduced to a set of sirulta-

neous linear equations by the method of moments described in Section 3.2.3. Upon

the selection of appropriate basis functions, fn (r,,), and choosing point matching

weighting functions, the integral equation becomes

Knm(W) Jm(k) Fn(M) (3.3.5.4)

where

Knm f K(rm,r') fn(r',w) ds'
I

Ae
J(•,J f r W nf ( ') (3.3.5.5) {

n n!

and Fn(w) = F(rn,w).

Equations (3.3.5.4) can be inverted to give the solution for J (W) provided

K exists.
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The singular character of J (w) has been thoroughly investigated -- for
n

example, finite-sized perfectly conducting objects in free space are known to

give a response which has only simple pole singularities. Essential and branch

point singularities are excluded for this case. For such problems, therefore,

the solution •(iw) can be expanded in the form

i "N -mn (,) V (r) (0-w a + Jo(rw) (3.3.5.6)

where n NW) is called the coupling coefficient, V (+r) is the natural mode

solutiun, m is an integer, J (i,,w) is a function with no singular behavior,

a labels the order of the pole, and w is the pole. For the special case above,

J rKiY"' ;W V (')ds' = 0 (3.3.5.7)

so the natural modes and natural frequencies can be calculated from this

equation. The coupling coefficients, n, (,), are given explicitly by Baum [69]

and involve complicated integrals of the kernel K(_;,rw;w), V C(') and other

auxillary functions. The exact expressions for the coupling coefficients are

not essential to our discussion here. As a practical matter, the direct evaluation

of V (p), w and n (w) for an ouject with a non-trivial shape is very difficult.

The procedure has not been carried out for an aircraft, for example.

One of the advantages of the SEM, however, is the overview it provides

from solutions of canonical problems such as the scattering of a NEMP pulse

from a sphere or a cylindrical antenna. This is especially true with regard

to the resonance character of the transient response. Figure 3.77 shows the

geometry for scattering by a conducting sphere and Figure 3.78 shows some of the

lower order natural frequencies of the sphere [69]. These frequencies have been

used to construct the time dependent surface charge density on the sphere.

Figure 3.79 shows the charge density as a function of timie at an angle r) of

3,f/4 with the p dependence normalized out. The curves show the convergence
of the SEM solution as N, the number of pole pairs in the sum (3.3.5.6), is

increased. The curve labelled - is the exact solution.

Figure 3.80 shows another scattering geometry which has been investigated

[69]. Figure 3.81 shows the lower order poles and Figure 3.82 shows the electrical

current response on the wire as a function of the number of pole pairs. The
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Figure 3.77 Plane Wave Incident on Perfectly Conducting :
Sphere. The Angle Coordinates (e,p) Locate
Points on the Surface [69]
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Figure 3.78 Natural Frequencies of the Perfectly Conducting
Exterior Incident Wave, l<n<6, Index Set is Three
Numbers q, ni, n'. q=1 Deno0tes the Case where there
is no Surface Charge Density. q=2 Denotes the Case
of Non-Vanishing Charge Density. The Index n Identi-
fies the Pole Grouping Associated with an n-th Order
Bessel Function; the n' Identifies a Particular
Pole within that Group [69]
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Figure 3.82 The Unit Step Response at z/L 0.75 on the
ThnWire for' One or Two Pole Pairs Compared

"--o the Fourier Inversion Solution. The Angle
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curve labelled Fourier Inversion Solution is the exact solution. It does not

take many pole pairs in either the sphere or wire cases to represent the time

domain response fairly accurately.

The SEM has also been applied to the excitation of perpendicular cross-

ed wires [70] over a perfectly conducting ground plane. Figure 3.83 shows the

geometrical arrangement of the two wires. For this configuration, the EFIE

was solved by a moment method and the natural resonant frequencies were calculat-

ed. A parametric study of the pole positions was made and Figure 3.84 shows

the variation in the pole positions with the lengths of the elements of the

crossed wires. Using these results and results for the natural modes, the time

dependence of the transient response for a NEMP illumination was determined. The

results for currents as a function of time on various parts of the crossed
wlies are shown in Figure 3.85. No comparison with measurement or other calcu-

lation was made at this time.

As explained earlier, the SEM is not really as much a method of solving

boundary value problems as it is an illuminating way of expressing certain

transient responses. The method is only helpful in understanding a coupling

problem when just a few of the system resonances are excited. Because of the

significant low frequency content of a lightning return ýiCroke compared to NEMP,
the resonant response of an aircraft or missile may not be the dominating concern

it was for NEMP coupling. Therefore, the SEM description of the lightning coupling

problem will not be particularly useful, unless the resonances of the system are

strongly excited. More importantly, however, the SEM method relies on the3

linearity of the system to construct the time dependent response. The presence d

£ of streamers, corona, arcing and the strong time dependence of the air conductivity

around a lightning return stroke channel makes a lightning coupling problem

non-linear. The SEM method cannot treat these features of the lightning environ-

ment.

1. Computer Memory: Information on the amount of computer memory depends
on the type of method used to solve the integral equation. Typical moment methodsI
for a wire grid model of an aircraft use more than 100 k.

2. OP Time: Again the answer to this question is not unique because
various methods may be employed. To implement a solution for a wire grid model L
of an aircraft (not a simple stick model), would require a great deal of CP time.
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3. Numerical Accuracy: Again this depends upon the method of solution

employed. The solutions for the sphere and dipole scatterer shown in Figures

3.50 and 3.51 compare well with exact solutions.

4. Physical Accuracy: Again this depends on the method used. Wire

grid models which are likely choices for the SEM method have limitations as

described in Section 3.3.4.7.

5. User Orientation: There is no documented code with general availa-

bility. Almost certainly the code would require an expert user.

6. Frequency Range: Again, there is no unique answer to this question.

A patch segmentation with the MFIE (Sancer) could treat very low frequencies

and a wire grid model could provide high frequency response (30 MHz).

7. Attached Stroke: Direct drive of scatterers has not been treated

by the SEM method, except that the transient results of calculations such as

THREDE have been cast into a form showing the poles and residues in the frequency

domain for a direct drive problem. Since wire grid models can incorporate direct

drive of the structure, SEM can probably also. However, SEM cannot treat the

nonlinear aspects of attached stroke because it is a linear method.

8. Test Case: The SEM could probably not treat the nonlinear aspects

of the test case, namely streamer formation, corona, and spark gaps. A wire

grid model would be appropriate for modeling an aircraft with return conductors

placei around it, however.

9. Aircraft Size: No direct calculations of the SEM parameters have

been reported in the literature and so it is difficult to evaluate the size of k

aircraft that can be treated with the SEM method. For wire grid models, both

large and small aircraft can be treated.

10. Lightning Environment: The attached stroke aspect and the near field

aspect of the lightning environment can be treated by the SEM. However, non-

linear aspects cannot be treated in a straight forward manner.

11, Exnerinental '!cri'icticn: Thnrc -'.rc no cormparisons of tho SEM

to experimental data for aircraft in the open literature.
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3.3.6 Lumped Parameter Network (LPN)

It is possible to model the electromagnetic behavior of a physical

structure with an equivalent circuit network whose elements (inductance,

capacitance and resistance) represent the distributed properties of the
structure. This type of model has been used extensively for both NEMP and

lightning coupling problems and the predicted bulk currents compare

Kfavorably with experiment and with other proven computational methods.

These methods are often based on insight and intuition, and are

usually not derived directly from Maxwell's equations. Their chief advantage
is that they are simple to develop and implement, and often provide good

insight into the gross response of an object. There are many ways to formulate
these models, and the ones presented here are typical examples.

The coupling of lightning to the Solid Rocket Boosters (SRB) of the4

NASA Space Shuttle has been analyzed using an LPN method [71-72]. At launch

the Shuttle system is comprised of several vehicles, the external tank, the

SRB's, and the orbiter vehicle. The physical structure of these vehicles is

shown in Figure 3.86. The structure has been modeled as a nonuniform trans-

mission line. The inductance and capacitance matrices for the transmission

line segments were calculated with a computer code which solves Laplace's

equations, and the transmission line response was calculated using the circuit

code SCEPTRE. Since the network included nearly 200 elements, a schematic
':1 diagram has not been included here. For the purpose of this report, one of the

most significant results of the analysis was the agreement between bulk

currents as calculated by the LPN method and the currents measured on a Shuttle

model by Robb [71-72). Table 3.4 summarizes the computed and measured peak

currents and it can be seen that the agreement is within 15% for each case

studied.

SGEMP (System Generated EMP) excitation of the FLTSATCOM satellite
has also been studied using the LPN method [73). The satellite is shown in

been made using a 2D finite difference method and the LPN method, Figure 3.88

shows a schematic diagram of the circuit network using to model the structure

and Figure 3.89 is the current flowing in a strut between the main body of

the satellite and of the solar panels. The agreement is generally good, although

there are differences in waveform structure.I
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Table 3.4 Comparison of External Surface Currents as
Calculated by a LPN Method and as Measured
by LTRI (Lightning and Transient Research
Institute [72)

___________ Attac Points OrieIR urn

EntyWDi AFT Attach Po ints Density at f

Point Poin Left KA Right MA Left KA Right KA FWO KA IAFT.KA Cabl/une
Forward Left 62 25 *0'127 30 56 5 4 11.2 05

2 529 > 3 71 H 15r9 369 -- '6 0[3- ,-0581405r3

Left' Left 115 30 101 26 ,135
SRS .E 202H 3 7F 1 ý3 36 ý57 2 ,-56 _ ___

Forward Left 29 11 22 94i~rbite 5RB 45 1 30r 29 1-~•i 12t~ 10 r8 90 5s

Vale[-- ErorPercentage
"*Norm~alized to 68KA flowing on SRS between attach points
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An LPN model has also been used to analyze NEMP currents induced on

a fat cyl'rder [74]. These results have been compared to calculations by the

MFIE method of Perala [30] described in Section 3.3.3.3. For this LPN model,

the surface of the cylinder was partitioned into patches and the effect

of each patch was simulated by a network as shown in Figure 3.90. Plane

wave excitation having a standard EMP double exponential time dependence

"was used to drive the network and SCEPTRE was used to solve for the currents.

Figure 3.91 shows the circumferential surface current density as a function

of time for the MFIE results of Perala [30] and for the LPN network with two

choices of the damping resistance. The agreement is only fair. However, the

shadowing effect at the rear of the cylinder is predicted well by the LPN

method as shown in Figure 3.92.

One type of LPON model which has been previously used in the lightning
community may be termed a filamentary model [75,76]. Ti,;i is a model for
late time and computation of only magnetic fields. In this model, aircraft

surfaces are represented by parallel axial conductors which approximate the

aircraft surface (Figure 3.93). The conductors are only magnetically coupled

to each other. Imperfectly conducting skins can be modeled by incorporating

a resistor in series with a conductor's inductance. In this way inhomogeneous

materials such as metal and composite airframes can be included, and current

redistribution as a function of time can be estimated, along with Lhe resulting

internal magnetic fields. These models cannot predict resonant behavior

but they are useful for estimating late time effects.

The eleven evaluation criteria will now be discussed for the LPN

model.

1. Computer Memory: The LPN method requires very little computer

memory. Comparisons between an LPN and a three-dimensional finite difference

model of an F16 and C130 are given in Section 5.2.

2. CP Time: The LPN method also requires much less CP time than

other techniques. Pgain, comparisons are given in Section 5.2.
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Figure 3.93 Complete Aircraft Represented by Parallel Current
Carrying Filaments [76]

3. Numerical Acc racy: The numerical accuracy of the code is limited

by the method used to solve the network equations. These methods are well

developed, so the LPN method has potentially little numerical error.

4. Physical Accuracy: The LPN method in most severely limited in

its physical accuracy. It usually represents only the bulk structure of the

aircraft and does not generally include all the interactions between the

physical members (wings, fuselage, tail, etc.).

5. User Orientation: There is presently no well documented code to
represent aircraft. Furthermore, the user will need to select the lumped

parameter values intelligently. Therefore, the LPN method is a simple, user

oriented method, but requires judgement on the part of the user to determiine

the parameter values and interpret the results.rz

6. Freqiuency Range: The code can treat both luw and high frequencies

(10 kHz -to 30 MHz) consistent with other modeling errors.

7. Attached Stroke: The code can treat an attached stroke, and

it can treat the nonlinearitles of the attached lightning channel if the

circuit network solution is implemented by a time domain code such as
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8. Test Case: The LPN method can model the direct drive and non-

linear aspects (spark gaps) of the test case. It may not be very good,

however, at modeling the details of the physical structure of an aircraft

with return conductors.

9. Aircraft Size: The method can model both small and large aircraft.

10. Lightning Environment: One of the attractive features of the

LPN model is that it can treat the near field, attached stroke and non-

linear aspects of the lightning environment.

11. Experimental Verification: The LPN model has been tested

against experimental results for the NASA Shuttle SRB analysis, and the

LPN and experimental data agree within 15%. The LPN method has also been

tested against experimeotal results indirectly since it agrees well (see Section
5.2) with THREDE results and THREDE has been compared extensively with experiment.

3.3.7 Additional External Coupling Methods

3.3.7.1 Introduction .

Several additional methods, some of which have been used for

external coupling calculations, are relatively new or do not fit readily

into the categorization that has been chosen for Chapter 3. These methods I
are described in this section. They include an Analytical Stick Model

(Section 3.3.7.2), the Unimoment Method (Section 3.3.7.3), a Triangular

Patch Method due to Wilton (Section 3.3.7.4) and the Finite Element

method (Section 3.3.7.5).

3.3.7.2 Analytical Stick Model [77,78]

To characterize the EMP response of an aircraft it is helpful

to have a simple theory which will enable a calculation of tih basic syster"

resonances. In two papers [77,78) applied to a stick model, Bedrosian

has calculated expressions for the resonant frequencies and damping constants

of an aircraft. The expressions are easy to solve and give realistic valucs

for the basic resonances of the aircraft.

Figure 3.94 shows the physical construction of the stick model is"

that has been analyzed. It consists of six wire segments representing the K
wings, fuselage and stabilizers. The expressions that have been derived give

the structure currents when the model is illuminated by a NEMP plane wave.
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The essential element in the solution is an analytical expression

for the inhomogeneous solution to the current in a wire segment due to the

incident field. The expression is

(kx,) 0E ejkx sine (3.3.7.1)

ind k Z Q sine

* where Ind is the induced current on a wire segment, k is the wave number

of the incident wave, the coordinate x identifies the position along a

wire segment, E0 is the incident field strength, and 0 is the angle between

the structure and the wave vector as defined in Figure 3.94. Z is the0Iimpedance of free space and o is the fatness parameter

Q 2 zn[2 (stick length)/(stick radius)]. (3.3.7.2)

th
The total solution for the current in the n wire segment is written

Im = IindI,n (E'O) + Sn sin[k (r-Rn)] + C cos[k(F-in)] (3.3.7.3)
n.nn n n.

to first order in the parameter u. This expression has unknown constants

Sn and Cn for the nth segment. By requiring that the curi'ent vanish at
any unterminated end of a wire segment, and that the current and charge
density be conserved at junction points of wires, a set of linear equations

for the parameters Sn and Cn can be generated. Written in matrix form,

these equations are

'I 4 V s
LM] 2 C)° Vc (3.3.7.4)

where the matrix [M] depends on the geometry of the stick model, and I
and V are column vectors for the unknown constants and for the source,

respectively. The natural modes of oscillation are determined by finding

the eigenvalues and eigenfunctions of the matrix [M]. The damping constants

are determined from expressions for the average radiated power and the stored

magnetic energy.
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Solutions for stick models of the Bl, E4, and EC135 have been

calculated by Bedrosian [77]. Table 3.5 and Figure 3.95 show the parameters

used in the model of the Bl and show the frequencies for the first few

resonances. Tables 3.6 and 3.7 and Figures 3.96 and 3.97 provide similar

information for the E4 and ECl35, respectively. Figure 3.98 shows a com-

parison of the axial surface current density on the top of the main fuselage

* of a B52 as calculated by THREDE and the positions of the resonances as

. calculated by the analytical stick model. Below 7-8 MHz there is a reasonable

6 correspondence between the stick model resonances and the THREDE calculations.

The eleven evaluation criteria for the analytical stick model will

now be discussed.

1. Computer Memory: The most significant advantage of the analytical

stick model is that it requires very modest computer resourcs. For a version

of this method implemented by EMA, the storage required was 60 k8 words and

this storage included a Fourier Inverse subroutine to calculate the time

dependent response.

2. CP Time: For the above analysis on the B52, about 10 minutes
of CP time on a Data General Nova minicomputer were required to calculate
the currents in all six segments and to determine the time domain response,

3. Numerical AccuracL_ The method is limited in its numerical

accuracy by the expression rinich gives the wire segment dyive in terms of

the incident plane wave, by the jpproxirntion used to find the roots of

the [M] matrix, and by the approximation used to evaluate the integrals
£,I for Power in the calculation of the damping constant. However, -the numerical

error introduced by the above approximations is probably small compared

to the drastic physical approximations that are made,.

4. Phvsic-l Accurac1 This model, like any other stick model, can

provide only bulk currents, and inferring surface current densities from the

bulk currents can be misleading as discussed in Section 3.3.4.7. The phy- I
sical accuracy is, th-refore, not gnod.

5,. User Orientation: There is no documented code generally available tR

which is based on the method. However, the method is simple and it would

be east to write d well documented version. Furthermore, the selection of

stick model elements to represent an aircraft Is straightforward and

the code has the potential of being very user oriented.
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Table 3.5 Parameters Used in the Analytical
Stick Model of the B1 L77]

Lengths., (meters)

1. Forward fuselage................ 24.5

3. Afti .. ................... .1.5
4. Vertical stabilizer (bottom)..... 2.0

5. Horizontal stabilizer............ 8.0

6. Vertical stabilizer (top)........ 6.5

0l -7.0

Fre_.•uency (Iz) Decal time (H seec)

2.2 0.73

3.2 0.65

6.0 0.40

8.2 0.27

9.6 0.13
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Table 3.6 Parameters Used in Analytical Stick Model of
the E4 [77]

Lengths (meters)

1. Forward fuselage .............. 25.0

2. Wing. .............. *.....-.... 36.0

3. Aft fuselage .................... 36.0

4. Vertical stabilizer (bottom) .... 0.0
5. Horizontal stabilizer ........... 12.0

6. Vertical stabilizer (top) ....... 16.0 A

L

0- 6.2 4;

Frequency (MHz) Decay time (Ij sec)

1.3 1.27

2.6 0.57

3.9 0.03

5.0 0.37

5.3 0.23

i R
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Table 3.7 Parameters Used in the Analytical Stick
"Model of the EC 135 [77]

_

LenRths (meters)

1. Forward fuselage................ 13.0
2. Win& ............................. 20.0

3. Aft fuselage...... ..... ......... 23.0

4. Vertical stabilizer (bottoin) ..... 0.0

5. Horizontal stabilizer ............ 7.0

6. Vertical stabilizer (top) ....... 11.0

fA -6.5

Frequency (MHz) Decay time (I, sec)

2.1 0.78
4.8 0.38 •

6.4 0.26

7.8 0.20 I
9.0 0.17

K' /
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6. Frequency Range: The code is applicable in the frequency range

of aircraft resonances, namely 0.5 MHz to 20 MHz. In this range, tie basic

resonant frequencies are given fairly accurately although the damping constants

are not. I
7. Attached Stroke: The model is not presently able to treat

current injection, and furthermore because it gives a frequency domain solution,

it cannot treat the nonlinearities inherent in the attached stroke phenomenon.

8. Test Case: The method cannot treat current injection, the

return conductors which will probably be used for the test case, nor the
nonlinear aspects (spark gaps) of the test case. It is therefore not well
suited to the test case. A

9. Aircraft Size: Within the physical accuracy limitations of the

stick model, this method can treat both large and small aircraft.

10. Lightning Environment: The model could treat the near fields

of a lightning return stroke with some modification. Otherwise, the model

is not well suited to the lightning environment since it cannot treat an

attached stroke nor can it treat the nonlinear aspects of the environment.

11. Experimental Verification: The results for the B52 resonances

have been compared to measurements and they compare fairly well.

3.3.7.3 Unimoment [79-81]

Although there are well developed methods for solving integral

equations, (e.g., the method of moments described in Section• 3.2.3),

integral equation formulations of scattering or coupling problems can not

treat inhomogeneous or time dependent problems without extensive mathematical ,;

and/or numerical efforts. Finite element and finite difference techniques,

however, can incorporate such inhomogenex,"ies and time dependent media

without serious problems. The unimoment method as developed by Mei [79-81]

endeavors to utilize the strengths of finite difference or finite element

solutions in bounded inhomogeneous regions, and integral equation solution methods

in homogeneouc, unbounded regions. This is done by partitioning the general

scattering problem space into two parts by means of an artificial closed

boundary C: The boundary C is chosen to enclose the physical parts of

the scattering region which have the inhomogeneities. Then, the finite
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difference or finite element methods are usea for the i , nd

integral equation methods are used outside C, and the s•. et- tchpe

on C.

Consider a two dimensional scattering problem a. ,huw, ;, '*ure
3.99 where is an incident wave that is scattered by VU dicectic

E Let the scattering region be divided into two parts by the contour C so
that the dielectric cl is entirely inside C and there is free space outside

C. If G, and Go are the Green's functions for the inside and outside regions,
respectively, thei, the scattered fieiý b(') is the solution of the coupled

integral equations

I() :inc lm - f Go 0 a dC' (3.3.7.5)
C -

and

llim , Gl

-r 1 d C, (3.3.7.6)

where r and r are cn the boundary C. In a conventional moment method

solution, unknowns j and ao/3n are writtev, in terms % expansion functions

and the two integral equations are reduc6O to a set of linear equations.

In the unimiment method, the expansion functiu,,. ar, determined by the solution

of Maxwell's equations for the interior -egion (not necessarily by the

solution of the integral equation i, (3.3.7.6) however). The unknown fields

in the prob'iem ae expanded iti a finite series of the expansion functions

and the expansion coefficients are determine, by a method of moments solution

of just one integral equation, namely equati(n (3.3.7.6), and hence the

name unimoment.

The most attractive feature of the unimoment solution for a
lightning coupling problem is thE possibility of replacing equation (3.3.7.2)

by a solution method which would be able to treat the nonlinearities and time

dependent phenomena of the lightning ernvironment. Unfortunately, the unimoment
method is 'ot developed completely enough that trial functions for such highly
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Figure 399 Schematic of Scattering by a Dielectric
Cylindrical Obstacle [79]
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nonlinear regions can be obtained easily. Furthermore, no aircraft or air-

craft-like structures have been analyzed. The only examples of its application
are two two-dimensional scattering problems. Figure 3.100 shows a comparisonr

of the E-wave and H-wave for field scattering patterns for a plane wave
incident on a conducting cylinder. There is very good agreement between the
exact solution and the unimoment solution which here uses a finite element
method for the interior solution. Figure 3.101 shows a more complicated
scattering geometry, namely two parallel conducting cylinders, and again the

comparison between the far field scattering patterns of the unimoment method
and the exact solution is good. It should be kept in mind, however, that
an external coupling problem for lightning will require surface current

densities as an output, and comparison of far scattered fields may not be
a good indicator of the accuracy of surface current density.

The eleven evaluation criteria for the unimoment method will now
be discussed.

1. CqMptuter Memory: The programs used for the two dimensional

calculations described in Figures 3.3.103 and 3.3.104 were implemented on

CDC 6400 and 7600 computers, however there is no information on the computer

memory required.

2. CP Time: Likewise, there was no mentiun of computer run time.

3. Numerical Accuracy: The two dimensional examples describuJ in
the text were not optimized for efficiency nor numerical accuracy, however

the agreement with exact results is good. The method was sensitive

to a choice of interpolating polynominals to represent the interior solution

(the finite element part of the solution).

4. E icalAccýýy: The example problems which have been solved
by this method do not give an indication of the physical accuracy that could

be obtained for a complicated scatterer such as an airplane.

5. User Orientation: At the present time, there are no well
documented computer codes generally available which are based on the unimoment

method. The use of this method will certainly require a skilled scientist

to recognize a good choice of interior expansion functions.
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6. Freq cy Rae. Information not available.

7. Attached Stroke: Current injection drive has not been attempted

with this method.

8. Test Case: The method has not been used to treat current

injection and, since the present implementation of the method is in the

frequency domain, it cannot treat the nonlinear aspects of the test case.

9. Aircraft Size: Information not available.

10. Lightning Environment: In its present stage of development,

the method cannot treat an attached stroke nor can it treat the nonlinearities

of the lightning environment.

11. Experimental Verification: The method has not been used to model

aircraft and so there are no data comparing the method with experimental

results on aircraft.

3.3.7.4 Triangular Patch Method

A somewhat unique method of solving either the EFIE, the MFIE, or

a hybrid integral equation, has been developed by Wilton [823. The method
is implemented in the frequency domain and ises triangular patches to

represent a surface. The electric field integral equation has received the

most attention by Wilton since it can be used to treat both open and closed

surfaces. The advantage of triangular patch modeling is that a better re-
presentation of a surface can be obtained (with triangles) than with quadri-

laterial patches. An example of the kind of surface that can be represented

by this method is shown in Figure 3.102.

Wilton's approach is to use the method of moments to solve an integral

equation and use a unique set of vector expansion functions to represent the

surface current on the triangular patches. The n expansion function
th

is associated with then edge and with two triangular patches Tn+ and Tn

as shown in Figure 3.103. The functions In are defined in terms of the vectors

n and 4t from the far vertices to the area of each patch, and are giveii by

(z+ rET
(Zn /2Ann + n

( /A-- - (3.3.7.7.)?n(9 ()= (n/2An)n r c Tn
n 11 n n n

0 otherwise
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Figure 3.102 Arbitrary Surface Modeled by Triangular Patches
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n nth edge

Figure 3.103 Local Coordinates Associated with an Edge [82]
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These functions have no vector component normal to a patch edge, except forI
the nt edge, and therefore no line charge densities are reurdto satisfy

the continuity equation. For an interior patch, there are three vector

functions defined on a patch. By using these expansion functions for the surface

current density, and employing Galerkin's method (i.e. using the same
fi~cton fo wigtin fncion),th EFE asbeen rdcdto astof

linear equations. The reduction includes the analytic evaluation of many of

the resulting integrals but includes numerical evaluation of some. Approxi-
mation methods are used to avoid the numerical difficulties normally introduced

by the derivatives of surface current density and scaler potential in the

EFIE.

At the present time the method has not been used to analyze any
aircraft. It has been used to calculate the induced currents on a *
conducting sphere due to an incident plane wave. Figu,,e 3.104 shows the
results calculated by the triangular patch method compared to an exact

solution. The agreement is good and is shown not to be sensitive to the

method of patching.

Next, the method will be reviewed according to the eleven
evaluation criteria. Since the method is relatively new, complete information

is not always avail-able.

1. COjpkuerMtm~ny Complete information is not available. However,
2'to model a full aircraft with 1 m2 patches will almost certainly require

more than 100 k 8. There may be in excess of 1000 patches.

2. CP Time: Since the method is imnplemented in the frequency domain,

calculations will have to be performed at many frequencies (100-200) in order

to reconstruct the time domain transient response. This will require sub-

stantial CP time, however quantitative information is not available.

3. Numerical Accuracy: The method potentially ha.; good n;umerical

accuracy since techniques for implementing the method of moments solution

are well developed. Numerical accuracy will also be limited by the integral

approximations that are used.

4. PhysicalAccuracyL. The triangular patch method of modeling a

surface will give a good representation of an aircraft although no aircraftI

have been modeled at this time.
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5. User Orientation: The code is not well developed at this time

and so there is no documentation generally available. However there are

automatic patching subroutines available and the method of moments is well

developed. Therefore, the code may be eventually user oriented although it

• is not so at the present time.

6. Frequency Range: No quantitative information.

7. Attached Stroke: Current injection has not been implemented.

8. Test Case: Current injection has not been implemented and,

since the method is a frequency domain method, nonlinearities cannot be

treated easily.

9. Aircraft Size: No quantitative information.

10. Lightning Environment: Attachment and nonlinear behavior may

be difficul, to include in the method.

. Experimental Verificition: There has been no experimental veri-

fication of calculations for aircraft.

3.3.7.5 Finite Element Method

3riefly, the finite element solves a differential equation 'such as

Laplace's c'quation by reduction of the equation to a set of linear equations. I
Thoreduction is accomplished using variational expressions for the differential

equatinn and a polynominal representation of the unknown field around some point

in the problem space. This method is often used for prublems such as the

determination of fields around a strip transmission line. The method is not

easily auapted to problems which require a field to satisfy radiation boundary

conditions, however, and so it has not been used for coupling problems. No

aircraft or missile structures have been analyzed for example. Therefore, the

k method is only mentioned here for .ompleteness and will not be discussed in

detail. A guide to the finite element literature is contained in Appendix A. N

3.4 Corona Modeling

One of the least understood aspects of the lightning interaction problem

is corona. At present tnere is no definite lightning data on aircraft response

which give3 insight into this phenomenon. Certainly the aircraft is in corona
during much of the interaction, yet its effects on the interaction have not

really been studied.
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Corona can have at least two effects. First, it can reduce the

:ouplIng of energy to the aircraft ir,•erior by providing electric field

I shielding by virtue of the presence of a time varying air conductivity. On

the other hand, corona processes may radiate or inject spurious signals

having a spectral content which is quite different from what would be

expected in a totally linear interaction.

At present, there does not appear to be a corona model which has

been applied to the lightning/aircraft interaction problem. However, corona

models based on an air chemistry formulation developed for NEMP may provide

at least a startitig point in this direction.

Such an air chemistry formulation has been used to predict air

conductivity produced by ionizing radidtion. This dynamic solution to air

condu:tivity problems considers the effects of the avalanche rate G(sec-),

electiron-ion recombination 3( se)the ciectron attachment rate ae (sec), (m3/sec),

negative and pos 4 tive ion recombination rate 6(m /sec), electron mobility

Ile(m 2/V.sec), -,-;d ion mobility i(m2 /V.sec). G, a e and Ie are all functions

of electric field E, relative air density pr' and percent water vapor P

(except for G). ý depends upon P, and y and pi depends upon Pr' Table 3.8

*• summarizes the formulas required to compute the air chemistry coefficients.

These are based on analytical fits to measured data, and their bases are

discussed elsewhere [83] and will not be repeated 'iere.
The continuity equation appropriate for consideration of electrons

only can be stated
dnei
dn e-Ge Q(t) (3,4.1)

"where ne is the number density of electrons (w{"3) and Q(t) is the ionizing

source Function corresponding to the background radiation (cosmic rays) and
is nominally 107 electron-ion peirs/(m3 .sec).

One can consider, in addition, the effects of the positive ion

density n+ and the negative ion density n and write the fo'lowing coupled

differential equations in a manner similar to equation (3.4.1):
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Table 3.8 Air Chemistry Coefficient Formulas.
All Units are esu.

Calculation of Erel:
0.83 0 .75(+.5p.834)

Erel E /(1+2.457P834 for < 0.07853(1+2.457P" Pr P

Erel = L .. 1.195P 0 8 3 4 for P' >3.015+1.195P0 .8 3 4ErlPr rr

{•_"(.840.834 0.3E

+( 0.6884P )2 , 0.6884P 0 8 3 4 )2 for all other

r 2 2 r

Where P is the per cent water vapor and pr s relative air

density. Note: E is in esu, where Eesu = Emks/3x104

Calculation of Electron Attachment Rate ae

=e : 0 (a 3 (1+0.344P)+a 2 )

= e-21.15/Erel)
•2 1.22xl0ep e

ct P2 ( 6 . 2 x107+8.xlO10Erel )/(1+l03Erel 2(Erel (1+0.03Erel 2))/)°3 Pr

Calculation of Electron Mobility, pe:

e TDPFF
P = a R = 1.55+210/(1+I1.8Erel+7.2Erel 2 )

•a = 10((r(16.8+Erel)/(0,63+26.7Erel))0.6)/p r

Calculation of Avalanche Rate, G:

G3, 2 5 Erel! G 5.,7xiO p r "s(+03

Calculation of Ion Mobility, -ii:

•"' i = 750/p r
=r

Calculation of electron-ion recornbination coefficient B, and ion-ion 4

neutrali'ation coefficient, 6:

S=: 2x1 0-7 + p 2.1x106'
r

-,= 2<0." + 2.8xi0-6 (P) 18
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• - ,

dn (t)
+ Bn+ (t) + ae - G] he(t) Q(t),

dn (t)-t- -+ [-•+(tý n.t a neh~)

dn (t) (3.4.2)
+ n•n(t) + n. (t) =Q(t) + G n (t),

dt ei(~ e

n+t) = ne(t) + n(t).

In addition, one needs t'. solve for the air conductivity o according to

w q=i ten + pi(n.+n+)) (3.4.3)

where q is the fundamental electronic charge. It is clear that only three

of equations (3.4.2) need to be solved, the other being redundant. It is

interesting to solve these equations in the steady state ( 0 0) with the

ambient Q as stated. If this is done, one obtains ne .2/r 3, and n+nun =

7.3 x 109/m3 , and a = 2 x 10"13 mho/m. Thus, there are very few free electrons

in ambient air, and the ambient air conductivity is mainly due to the presence

of ions.

It is noted that the air chemistry formulation does not include

photoionization of the air caused by photons generated in the electron

avalanche. The formulation then will not predict streamering or arcing.

This method has mainly been used for the prediction of NEMP response

in source region environments [84]. However, it has been applied to NEMP free

space scattering problems, much as a transmission line [85] and simple mono-

pole antennas [86, 87]. Such a model could also be applied to a three-

dimensional finite difference solution of Maxwell's equations for lightning

interaction with an aircraft.
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CHAPTER 4

REVIEW OF INTERNAL COUPLING "iODELING

4. ) Apertures

Apertures are openings in the structure of an aircraft that allow

electromagnetic energy to couple to the interior. Examples include bomb bays,

"a windows, and wheel wells. These types of apertures are extremely complex

electromagnetically. The apertures are backed b., irregular shaped cavities

and contain many conductors such as electrical vwirin(s, fluid lines, and

control lines. The apertures themselves can be of odd shape, and the dimensions

of a cavity and its aperture may not be small comoared to wavelength. The

aperture coupling problem is thus formidable, and is probably one of the least

understood. The problem is usually reduced to an idealized representation

called a canonical representation of the problem. These representations are

designed to make the problem tractable, and may not always be an adequate

formulation of the real physical situation.

The electrical quantities usually desired from an analysis are

the followinp:

1. Total energy transmitted through the aperture for an incident

pulse.

2. Electric and magnetic fields behind the aperture.

3. Transient response and transfer function of the current

in the load and the voltage across the load when loaded

wires are placed behind the aperture.
4. Energy dissipated in terminations of wires olaced behind

the aperture.

These quantities, when determined for canonical problems, can give,

at least, bounds on what can be expected for physical problems.

There are four classes of canonical problems that have been dealt

with in the literature.

1. Apertures in a perfectly conducting plane of infinite extent.

2. Apertures in two.-dimensional perfectly conducting bodies.

3. Anrrtures in three-dimensional perfectly conducting bodies.

4. Apertures with wires behind the opening.
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Each of these classes will be discussed separately in the text. In addition,
some new approaches for modeling real apertures are presented.

The problem of apertures in an infinite perfectly conducting plane
has received the most attention. The solutions can be divided into two types:

1. Low frequency approximation.

2. Moment method solutions of integral equations.

The first method, which is limited to apertures which are small
compared to the wavelength of the incident pulse, uses the approximation that
the incident field across the aperture is essentially uniform. When these field
variations across the spatial extent of the aperture neec not be accounted for,
the problem is enormously simplified.

The low frequency approximation is used in Babinot's equivalence
principle, which allows an aperture in an infinite plane to je represented
by a perfectly conducting disk of the same shape as the aperture. On the back
side of the aperture the sum of the fields for the disk problem and for the
aperture problem are equal to the incident field. This allows one to calcu-
late the aperture fields from the fields scattered by the disk. A good

discussion of this method is given in [38].

The low frequency approximation is originally due to Lord Rayleigh
[98]. He used it to investigate the problem of a circular aperture. He ex-
panded the solutioi in what has become known as a Rayleigh series. Ihis is a
power series in ka, where k is the wave number of the incident pulse and
a the radius of the aperture. He obtained only the first term of the series.
Bethe [90], in a classic paper, wrote the solution for the fields behind
the plane in terms of electric and magnetic dipoles in place of the aperture.
Bouwkamp [91, 92] 'obtained some of the higher-order terms in the Rayleigh
power series, and in doing so, was able to show that Bethe had an error in
his development.

The low frequency approximation has also been used to develop
integral equations for the aperture problem. Umashankar and Butler [93)
found an integral equation solution In terms of the equivalent magnetic
currents in the aperture. The coefficients in the Rayleigh series ara written A
as integral equations and these are then solved numerically for a given

configuration. Ramat-Samli and Mittra [94] dealt with the case of a cir-
cular aperture by writing an integral equation in terms of the tangential
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electric fields in the aperture. These fields are then expanded in a Rayleigh

series which gives a set of integral equations for the coefficients of the

Rayleigh series. The first three terms of the series can then be found

analytically for this special case. In principle, however, the method

can be applied to arbitrarily shaped apertures.

The methods discussed so far all require that the aperture be

small, because this is the condition on convergence of the Rayleigh series.

Methods which are applicable to ary size aperture will be discussed next.

A solution for a circular aperture was developed by Taylor,

Crow and Chen [95, 96). They wrote the solution in terms of the current

on a Babinet's equivalent disk with the current on the disk being writ--en

in terms of an electric field integral equation. The disk's current and

the incident fields were then expanded in terms of transverse electric

and magnetic cylindrical modes at the surface of the disk. This gave a

new set of Integral equations for the current modes on the disk. The equations

are then solved numerically using a moment method,

in a plane in a way that is not limited to circular apertures. They wrote

the fields on both sides of the aperture in terms of the electric vector

potential and derived an integral equation by forcing the electric field

to be continuous through the aperture. The moment method approach was then

used to handle numerical calculations.

The above analyses are frequency domain solutions. A time domain

solution can be obtained by using Babinet's principle to represent the

aperture problem as an equivalent plate in free space. This problem has "

been solved by Monger, Bennett, Peterson, and Maloy [98)]. They formulated

the problem in terms of the unknown current on the plate. The electric field

was written as an integral-differential equation in terms of the unknownI
current. The expression for the current was found using the boundary condition

at the surface of the plate, and the equation for the current was solved using
numerical methods.

For apertures in two dimensional bodies, almost all work

in this area has concentrated on slots in infinitely long cylinders. Ana-I
lyses of this problem have been done by Bombardt and Libelo. [99, 100),
Kligman and Libelo [101), and Senior [102). The methods of solution essen-
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tially consist of deriving an integral equatior, for the unknown fields in

the aperture, or equivalently, unknown surface currents, and solvi~ng these
equations numerically by moment methods.

More important than the problem of apertures in two-dimensional
bodies is that of apertures in three-dimensional todies. Here one begins
to approximate realistic physical situations. Most of the approaches in the

literature (ire in the frequency domain, but of course these can be trans-

formed to the time domain when desired.I
Chang and Senior. [103) have studied the case of a circular

aperture in a spherical shell. They write the fields inside and outside the *
sphere in terms of an in-Finite series of wave functions. The coefficients

in the series are determined by using boundary conditions and requiring

that the magnetic and electric fields be continuous through the aperture.

An error function is derived in order to truncate the infinite series, and

this error function is minimized in a least squares sense with respect to

the coefficients. This results in a set of equations for the coefficients

in the truncated series.

Of more practical interest is the case of an aperture in a
perfectly conducting box. This Is usually handled by dividing the problem
into internal and external regions. Chen [104) used Bethe hole theory to
approximate the coupling between the two regions. The external problem is

assumed to be a plane wave incident on a small hole in a plate of infinite

extent. The induced currents on the plate are then used to find the equi-

valent magnetic source from Bethe hole theory, and this source is used to

excite fields in the interior of the box. The approach neglects coupling
from the inside of the box to the aperture and requires that the aperture

be small electrically.

To account for' coupling between the internal and external regions

Rahmat-Samii and Mlttra [94) use the same kind of development as was used

for the infinite plane to derive a set of integral equations in terms ofK

tangential electric fields in the aperture. A moment method is used to

solve the equations numerically. The problem is simplified by making the

interior region the space between two infinite plane sheets, rather than

a finite sized box.
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To understand how energy couples through apertures and into

electrical systems, it is necessary to calculate voltages and currents on

wires which may be placed behind apertures. The simplest situation is that

of a straight wire behind an aperture in a perfectly conducting infinite
screen. Lin, Curtis, and Vincent [10F] approached the problem, by finding
the fields behind the aperture using Babinet's principle and neglecting

the presence of the wire. The wire is then treated as a transmission line
wi~h the fields as sources. This allows the voltage on the ends of the
wire to be calculated numerically. Clearly, the method lacks mutual coupling
between the aperture and the wire.

Butler and Umashankar [106) derived coupled integral equations
for the current on a single finite wire segment behind an arbitrarily shaped

aperture in an infinite sheet. These equations have been solved numerically
for a slot aperture and extensive results are given.

Seidel , Dudley, and Butler ['073 analyzed the problem of an

2aperture in an infinite plane sheet with a rectangular enclosure behind the
aperture and a wire inside the enclosure. Coupled integral equations are
derived and numerically solved for the current on the wire, However, the
aperture is approximated using Bethe hole theory, so there is no coupling
between internal and external regions.

Umashankar and Wait [108) have developed a general integral
equation for an arbitrary aperture in a plane conducting screen with an ar- ~

bitrary conductor behind the screen. The equations are cast in a form par-
ticularly suitable for use with the singularity expansion method. Numerical
work has been done for the cases of the fields in an aperture alone, the
fields in a region between a screen (no aperture) and a wire, and for a wire
behind a slot aperture.

It should be pointed out that forMulas for coupling through
canonical-type apertures have been recently developed and incorporated into

a NEMP coupling handbook [109). These formulas can provide useful estimates
and bounds for aperture coupling, and are also given in Section 5.3.2 of
this report.

It should also be noted that large apertures can often be treated
as part of the external coupling problem. Finite difference codes or wirej
grid codes are often capable of dealing with large apertures by simply including
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them in the overall external coupling trodel, and tho internal fields are ob-

tair.,tJ directly.

The problem of coupling of electromagnetic energy through apertures

is sti ' a developing field. Most classical methods either make sweeping

approximacions or are limited t,ý canonical shapes. Table 4.1 summarizes the

state of the literature for the various problems associated with apertures

[110] as of 1976. Although somewhat outdated, the chart does suiunarize the

types of problems yet to be solved and it is still true that there are more

zeroes in the chart than numbers.

It has been shown that classical methods (integral equation tvrch-

niques, small hole theory) of analyzing apertures are confounded by the presence

of irregular shaped cavities which contain wires. Straightforward numerical

techniques, such as finite difference, can in principle, solve irregular

geometries. The limitation, however, is that in order to resolve small geo-

metrical features, small grid size and, consequently, small time steps, must be

used which places unreatonable demands on computer resources. There are tech-

niques, however, which can be used to solve che aircraft external couolinq

response with a large grid, and then use the large grid results to solve a

small subset (e.g., an aperture) of the aircraft with a much smaller i
grid which can resolve the geometrical details. Two approaches are presented

here, an exact technique (in the numerical sense) based on the equivalence

principle, and an approximate technique, based on the uniquene.ss theorem.

First, the approach developed by Merewether [111] based on the equi-

valence principle is discussed. Consider the generalized conducting body con-

taining a cavity backed aperture (Figure 4.1). Let S be the surface of the

body, S1 the surface of thf aperture, and V and V1 be the volume of the body t

and the enclosed cavity, respectively. Th1e field everywhereinspace is broken

up into three components:

I'
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n

VO S

V

r ti + V + tp (4.1) S,

jI and V

A- + 4s + P . (4.2)

Figure 4.1 Cavity Backed Anerture

where is the total field, is the incident field produced by a distant

transmitter, ts, -P5 is the field scattered by the body with no aperture and no

cavity present, and tP, AP is the "perturbed field" - the difference between

the scattered field with and without the aperture and cavity present.

According to the equivalence theorem, the surface electric and magnetic

current densities

I's "( x -n) .. a

and i

As = (i* x g) , (4.1.4)

introduced in the surface S in place of the distant transmitter will produce

the correct i, l• field inside S, ind zero field outside [17]. Here the media

inside S is the media of the body including the cavity behind the aperture.

Because the polarization and conduction currents that are responsible

for the tp, AP component of the field are contained within S, one can define

surface current densities
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=P n x A , (4.1.5)
S

A P tpx n • (4.1.6)
S

* These produce the 16, F'n component of the Fields outside S v.ita no fields

, inside. If these t.Wo components are added together, the resultant current

densitiesj

Is = s + J - x AP , (4.1.7)

S ~SSS# A + A? n+ x (t- tP) ,(4.1.8)

distributed over S, produce the correct total field inside S ( and F) and

the perturbed field (0P and AP) outside S. Substituting (4.1.1) and (4.1.2) into

(4.1.3) and (4.1.4) yields

= (IW + i) x n, (4.1.9)

and

(4XW + .) (4.1.10)

Considerable simplification in these formulas result. First, because t' + s= 0

on a good conductor and, secondly, because impressed on the surface of
a conductor produces no field (by application of the reciprocity theorem).

Therefore, the correct "total field" (•, 1) inside the cavity and the correct
"perturbed field" outside the body, tP, -AP, are obtained by impressing a source

current s' (Atan-sc) x n over the aperture S1 in the body.

The approach based on the uniqueness theorem is now described. Figure
4.2 illustrates the theorem. The theorem is used to first solve

for the external coupling response of the aircraft with a large grid, with
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!'I

UNIQUENESS THEOREM:

THE FIELDS WITHIN A REGION R ARE COMPLETELY AND UNIQUELY

SPECIFIED BY THE INITIAL VALUES OF THE FIELDS WITHIN R

AND EITHER THE TANGENTIAL E OR H FIELDS (OR A COMBINA-

TION) ON THE BOUNDARY AS A FUNCTION OF TIFME.

, • BOUtV-.RY

ETAN~

-INITIAL CONDITIONS ON

FIELDS WITHIN R

Figure 4.2 Illustration of Uniqueness Theorem
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all apertures shorted. Then a region about the aperture is defined and the
initial fields within the region R (usually =0) and the boundary fields (for
all time) 6re stored. Then a second problem is solved which grids up only the
aperture and the region R but with a much finer grid size. This is illustrated
in Figure 1.3. The disadvantage of this approach is that it is an approximation

* which assumes that the boundary fields do not significantly depend upon the
* presence (or absence of the aperture.

Th main advantage is that the solution does not require a radiation
boundary condition (as does the equivalence principle approach) which greatly

eases the computer requirements.

An example is given in Figure 4.4. The approach is to solve the
smooth c,ýIinder with a large grid and store the tangential fields on the
boundary. Then only the region R is gridded, with a finer grid, and the
response inside the cavity *Is computed. It is noted that in order to solve

the second problem, the results from the first problem need to be spatially
and temporally interpreted. It is observed also, that the valid spectral con-.
tent of the second problem is limited by the grid size of the first problem.
In the results prervented here, the waveforms have been passed through an ideal
numerical bandpass filter which eliminates the noise from the finite difference

grd.

Figures 4.5 and 4.6 compare the results obtained by two methods.'.
The method called "direct" is a direct solution of the problem with a f-ine

grid, and the other one is obtained from a solution of the smooth cylinder with
a coarse grid and then using these results and the uniqueness theorem to get
the Internal response with the fine grid. The injected current is a step function
with a 36 ns risetime. The comparisons are the worst case, in that they are an

observation point which is farthest away from the open aperture. The results
nearly overlay at the aperture mouth. The comparisons show discrepancies at late
time amplitude, but resonant features are similar. The approach is adequate
when absolute accuracy is not required and order of magnitude or better estimates
are appropriate. It should be noted that the cavity is only resolved by three
cells, a very coarse gridding, and results are expected to improve with a finer
mesh.
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Finally, it should be noted that both of these proposed techniques
can include wires in the cavity by the methods described in [17). Also, in
Section 5.3.2, a three dimensional computation of an aircraft cockpit with
wires is given.

One other approach to the cavity-backed aperture problem that has
been used is to apply a three dimensional (3D) correction factor to a two
dimensional (2D) aperture [112). In this approach, a cavity aperture cross
section (e.g., a cockpit) can be modeled in two dimensions by a Laplace's
equation method and a field distribution can be so obtained. Measurements
of 3D apertures with the same cross section dimensions (in 2D) can give a
correction factor which relates the 3D aperture excitation to the 20 aperture
excitation. Thus a family of curves can be developed and a solution to future
apertures can be done in 2D along with application of a corrective factor.
Clearly, this method would give a good approximation to the low fr~equency,'
late time static solution, but cavity or aperture resonances would not be
included.

4.2 Seams and Joints

Seams and Joints are discontinuities in the aircraft skin which
occur between panels, They may be quite conductive, in that they are not open

apertures, but they are much less conductive than the metal skin.

In the ideal case, all Joints and gaskets are constructed so that
they have the same electrical properties as the material arjund them. In
practice, however, this is not the case. Riveted Joints usually leave gapsj
between panels which become entry points. Gaskets, which are flexible con-
ductors intruduced into Joints to eliminate the gaps, suffer degradation and
their impedance increases.

The coupling to interior cables through a seam is usually accomplished
in the following manner. Lightning produces a current on the outside of the
conducting shield. In the presence of a seam of relatively high impedance there
will be a large voltage drop. This voltage drop translates to an electric field
Just inside the seam and the electric field can then act as a source on a cable
which runs near' the seam.

The properties of a seam are measured in terms of a transfer impedance.

zt(0), which relates the current density, Jex~) nteetro ftesil

to the voltage drop V(w) on the Inside of the shield,I
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V(M)V z t(W) Jext (,3) (4.2.1)

The determination of Z is difficult analytically because of the wide

variation and natural irregularities of seam characteristics. Hence Zt for seams

is normally found empirically [113-115]. The form for Zt(w) in some cases
can be

. Zt(W) R + JML., (4.2.2)

where R is the resistive part of the seam transfer impedance, measured in

ohm-m, L is the inductive part, measured in henry-m, and w Is the frequency

of interest. In the time domain (4.2.2) becomes
J ext(t)

V(t) = Rdext(t) + L ext (4.2.3)

The above analysis assumes that Jext is flowing perpendicularly

to the seam. If this is not true, then Jext in (4.2.1) and (4.2.3) should

be read a0 the perpendicular component of the total external current density.

There is some data on aircraft joints [1151. Some of this is

reproduced in Figures 4.8 - 4.9 for the joint configurations of Figure 4.7

as measured with a quadraxial test fixture.

4.3 Slots and Cracks

Slots and cracks are a special type of aperture which is a thin gap

in the Akin of an aircraft through which energy may enter the body of the air-

craft. In theory a slot can be treated as an aperture, the fields behind the

aperture calculated, and the coupling to internal cables found from these

fields [116). This is a difficult problem however, so a much simpler method

is u,.dily used [117,118]. This method involves treating the slot as a slot.

antenna, and an internal cable running behind the slot as an impedance loading

the antenna (Figure 4.10). The slot antenna is the electromagnetic complement

of the strip dipole, so its characteristics can be found from the characteristics

of the equivalent strip dipole, both of which are small compared to the

incident field wavelength.
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JOINT CONFIGURATION FABRICATION NOTES

CYLINDER CENTER TOWARDS BOT TOM
OF PAGE. CYLINDER WAS FABRICATED

(C IC EXTRA LONG TO PROVIDE MATERIAL
FOR INTER RING, WHICH WAS CUT
LONGITUDINALLY AND SQUEEZED INSIDE.

C JOINT WAS SECONDARILY BONDED WITH
EA.934 ADHESIVE.

_________________________ CYLINDER, FABRICATED EXTRA LONG,
2 ' CWAS CUT, STEPS MACHINED AND THEN

JOINT WAS SECONDARILY BONDED WITH

t/ EA*934 ADHESIVE.

,,-,,,- 1,0"

,CYLINDER WAS FABRICATED EXTRA
C LONG, CUT, MACHINED AND SECONDARILY

BONDED WITH EA-934 ADHESIVE.

0H- 4~-
I ii

,070"(TYP) FIRST THREE STEPS (4 PLY PER STEP) .1

I WERE PRECURED (COMPACTED), EA-934
____ APPLIED TO SANDED COMPOSITE STEPS,

4 AND THEN LONGITUDINALLY SLIT METAL,dRING MANEUVERED INTO PLACE.
ý -n fREMAINING COMPOSITE STEPS WERE

0 sitAPPLIED TO EA-934 COATED METAL RING
0' IN PLACE. METAL RING WAS FABRICATED I

ITYP) FROM 2024 ALUMINUM.

- 2.5"

1/8 LOIA RD.HD. RIVET C TO M
.1/D IA BOLT M. TO M.

CYLINDER CENTER TOWARDS BOTTOM OF
PAGE. METAL RINGS FABRICATED FROM

M • ALUMINUM SHEET, CUT, ROLLED AND
WELDED. THE RIVETSOR BOLTSWERE
PLACED IN A CIRCUMFERENTIAL ROW
APPROXIMATELY ONE INCH APART ANDALTERNATING 1/8 INCH TO EITHER SIDE OF

THE CIRC. CTR LINE.

Figure 4.7 Structural Joints for Quadrax Test Specimens

[115)]
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a. Slot Antenna.
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b. Complementary Strip Dipole. '1

"Figure 4.10 A Slot Antenna and its Complementary Strip Pole I

The fatness parameter for strip dipoles is given by

,2(strip) = 2 zn 8h (4.3.1)

For large, fatness parameters the effective height of the slot and its

complementary dipole is,

he (slot) he (dipole)= (4.3.2)

Then the short circuit current is,

Isc e2h (4.3.y)

The impedance of the strip dipole is capacitive and is given by,

Cdipole fars 10 (4.3.4)
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The impedance of the slot antenna is related to the strip dipole

impedance according to:

Zs (§01 1 = (601T ohms)- = (60- ohms) 2 jWC (435)
Zdipole 1/iWCdipole

Hence the impedance of the slot antenna is inOictivr.. To couple to internal
cables one can use Zslot in (4.3.5) as a transfer impedance and Isc as one
half the current intercepted by the slot. Then Vint = Zslot I sc gives the
internal voltage drop across the slot. This voltage drop is then translated
into an internal electric field immediately behind the slot. This electric
field is the source which drives the internal cables.

Another possible approach is to construct an equivalent circuit
model of the slot-internal cable system. In this model, shown in Figure 4.8,
the short circuit current drives the slot and cable inductances, connected
in parallel. This model gives the total current flowing on the internal

cable, but no information about propagation effects on that cable. It alsn
ig nnly valid at low frequencies where the cable impedance is inductive
(assuming it is shorted to the airframe at each end). Otherwise, transmission
line theory would be required to effect the solution. In addition, no
spatial falloff of the excitation is assumed.

Isc Lslot Lcable

i

Figure 4.11 Equivalent Circuit Model of the Slot-Internal Cable
Coupling
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4.4 Diffusion

Liffusion refers to the direct penetration of electromagnetic

fields through the skin of an aircraft. Until recently this type of pene-

tration has been of little importance because the skin has been made of highly

conducting metals. However, some newer aircraft incorporate lightweight corn-

posite materials with much lower conductivities on their skin. For these

materials diffusion is an important mechanism, particularly for the low

frequency content of lightning return strokes.

Diffusion is basically a three medium problem (Figure 4.12). That

is, given an incident electromagnetic field or surface current density, the

problem is to find the fields on the other side of the conducting shield.
This problem is an old one, but even after much study, exact solutions areI
available only for simple canonical shapes such as infinite plane shields,

infinitely long circular cylinders, and the like [1]

In the frequency domain the problem essentially reduces to finding

the transfer impedance ZT(w) which relates the external surface current

density Js(w) to the internal electric field, E int (w):

The function ZT(w) is generally a complicated function of geometry, shield

properties, and frequency, but d few general statements can be made. ZT is

a monotonically decreasing function of frequency. That is, low frequency

fields diffuse through a shield more easily than higher frequency fields.

Also ZT decreases as a increases, where <i is the conductivity of the shield.

A perfect conductor, a approaching infinity, allows no field to penetrate, j

so ZT approaches zero for this case.

To illustrate the most straightforward method of deriving ZTV

consider the case of an infinite plane shield of thickness d and conducti-

vity a, as shown in Figure 4.12. There are three regions, labeled I, 11, 111,

which correspond to the outside of the shield, the shield itself, and the
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H1  H2 ,
k2

Incident d _ TransmittedFinelnd Fi el d

Figure 4.12 Statement of Shielding Problem for a Single
Infinite Sheet

inside of the shield, respectively. An electromagnetic wave is inciden.t

normally on the shield from region I. Physically, the incident WdVe ind'ices

a current on the shield. Because of the finite conductivity of the shielo,

this is not strictly a surface current, and fields begin to penetrate the

shield. These fields inside the shield (region II) then can act as a source

for transmitted fields into region III. Then ZT is the ratio of the field

in region III to the current density in the shield.

Mathematically, the procedure for this planar case is relatively

simple. Maxwell's equations are transformed into a wave equation, which is then

solved in each of the three regions. In general, the solutions in regions I

and III are non-decaying, while that in region II will be exponentially decaying.

The amplitudes of these solutions are determined by appropriately matching

fields at the boundaries of the shield.

The solution for ZT(w) For the case above is,T
Km/am K

ZT(W) = imI (4.4.2)
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where Km is the propagation constant of the wave in the shield, and

'm is the shield conductivity. From (4.4.2), the region III fields

can be determined if the current density in the shield, or equivalently,

the incident field strength, is known.

* The time domain analysis of diffusion consists of transforminq

" (4.4.1) into the time domain. This is not always a trivial problem, and

"tthe case for the plane shield is done in Section 5.2.5.

The case of the infinite plane sheet is of course very simple
compared to most realistic situations, but does serve very well to illustrate
the fundamentals of diffusion calculations. For more complicated situations

sjch as arbitrarily curved shields, gezmetry plays a large role in determining
ZT. These situations usually require the introduction of integral equation

techniques or approximations based on neglect of displacement current. In the
formulation of Franceschetti [120] the problem is stated as a single inte-

gral equation in the unknown current in the shield. This equation is numeri-
cally solved for the fields on the interior of the shield. Bedrosian and Lee

[121] use the diffusion approximation of Kaden [122] to find the frequency
domain transfer function for canonical geometries such as infinite extent
plane sheets and spherical shells. These tronsfer functions are then inverse

Laplace transformed to give time domain responses for the canonical shapes.

Merewether [123) has developed a technique in which a nonlinear

diffusion equation derived from Maxwell's equations is numerically solved

for the field distribution inside a conducting sheet. Although the paper
deals only with infinite plane sheets, in principle, it should be possible

to extend the technique to more arbitrary geometries.

4.5 Radomes

Radomes are particularly difficult structures to model, chiefly
because of the large number of cables, antennas, and sup~ort structures.

A relatively simple example is given ir Figure 4.13. Usually only crude
models can be developed. Thin wire grid mode,., of aircraft have been extended
to include simple models of radome structures [124] with a limited amount of

success. Because radcmes differ markedly between aircraft, each one would need
an individually tailored analysis. Sometimes they can be modelled as electri-
cally small antennas and approximations made in this manner. We note that
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radomes are located such that they can be in a high electric field intensity

location.

Finite difference techniques could be extended to account for radomes

in much the same manner as discussed for apertures in Section 4.1. However,

because of geometric complexity and the "rat's nest" of wiring found in this

area, it is unlikely -hait good accuracy by this method or any other can be
obtained. Worst case coupling values may be the best one can do in this

problem area.

4.6 Deliberate Antennas

Aircraft antennas include many types, such as loops, blades, monopoles,

HF wire antennas, slots, and trailing wires. The analysis techniques are as

varied as the types of antennas. A good summary of broadband antenna modeling

for several antenna types is given in [125, 109]. Thevenin or Norton equi-'1valent circuits are defined, and the sources are defined in terms of the local
skin current cr charge density as determined from an external coupling analysis.

For example, a marker beacon antenna has the equivalent circuit of Figure 4.14.

The element values are determined from known geometries of the antenna, and

Vin is, in this particular case, the voltage induced by magnetic flux coupling

to the antenna loop. Numerous other antennas can be nmodeled in a similar fashion.

4.7 Wing Wiring

Wiring and cabling in aircraft wings usually route in the leading

and trailing edges. Wires in the leading edge are often shielded to some degree

by covers. Wires in the trailing edge are usually electromagnetically exposed,
because they are located between the control surfaces and the main part of the

wing. The wing electrical wiring is often accompanied by fuel and hydraulic 11

lines and control cables.

The geometry of such wiring readily lends itself to transmission line

analysis. The main problem is to obtain the distributed field excitation sources

driving the transmission line and the transmission line parameters. An approach 1
which usually works is to use a Laplace's equation solver to obtain both of

the parameters. The excitation functions are determined as a scale factor

multiplied by the total wing current as determined from an external coupling

calculation. This approach assumes that the wing cross section dimensions are

small with respect to the wavelength of the highest frequency of interest.
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4.8 Internal Cable Propagation

After electromagnetic fields penetrate into the aircraft interior

by means of apertures, diffusion, seams, and slots, they excite internal

cables which in turn propagate the energy to other parts of the aircraft.

The problem facing the analyst is to predict voltages, currents, powe-s,

and energies on individual connector pins. The common approach to the problem

is to model the aircraft cable network as a system of transverse electric

and magnetic (TEM) transmission lines. TEM transmission line equations,

which are derived from Maxwell's equations, can then be solved in either

the frequency or time domain. The transmission line telegrapher's equations

are two first order coupled partial differential equations for voltage and

current on the lines. There are two commonly used methods for modeling inter-

nal cables, the bulk cable model and the multiconductor model. These methods

will be discussed in more detail later, and only a brief characterization
is necessary here.

Multiconductor modeling requires the specification of capacitance

and inductance matrices for multiconductor cable bundles. The transmission

line equations become matrix equations and are solved for voltages and

cjrrents on cach of the individual wires in a bundle.

The derivation of the transmission line equations follows from

Maxwell's equations when •pecial restrictions are placed on the field vari-

ables [126-128]. The most important restriction is that the separation of
the conductors in the lire must be small compared with wavelengths of interest.

This restriction limits the types of propagating solutions that can exist

and allows a unique transverse voltage to be defined between the conductors.

It also allows a circuit type of analysis to be applied to short lengths

of the conductor, called elements. As the length of these elements approaches

zero, the familiar transmission line equations emerge.

d[ _[Z][1] + [
(4.8.1)

dX [Y][V] + [Sl]
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In (4.8.1) [V] and (1 represent voltage and current column matrices on

the line, respectively, [Z] the series impedance per unit length, [Y] the

shunt admittance per unit length, and [SV], [SI] voltage and current sources

on the line. Clearly the equations a.°e written in the frequency domain, so

[I) and [V] are functions of X and w. The transmission line is assumed to

run only in the X direction.

In the time domain (4.8.1) becomes

÷+V [L][1 +I [R][I] = [Sv]
5X Dt I

• (4.8.2)

+ - [C][V] + [G][V] = [SI]

Here [L] is the per unit length inductance matrix, [R] the per unit length

resistance matrix, [C] the per unit lengtn capacitance matrix, and [G] the

per unit length conductance matrix. Unlike the frequency domain equations,

the time domain form almost always must be solved numerically, especially

for arbitrary sources.

There are many ways of solving the telegrapher's equations.

Frequency domain techniques usually employ the Green's function

approach. In this method the source function is replaced by a delta function

which simplifies the problem. The solution to the more general problem is

then constructed from an integral involving the Green's function and source

distribution.

The time domain approach usually employs finite difference techniques

in which (4.8.2) is put in a finite difference form in a straightforward manner.

The chief advantages of this approach are that the time domain result is ob-

tained directly, non-uniform lines can be treated, arid non-linearities and

time varying parameters can be included.

In connection with the multiconductor modeling technique the question

naturally arises as to how the capacitance and inductance matrices are calcu-

lated [142-145]. These are normally calculated as per unit 'length quantities

for a system of infinitely long parallel cylindrical conductors, with or without

a dielectric covering. The potential of each conductor is specified, and the

charge (bound and free) on conductor and dielectric surfaces is expressed in

220

l•. 
•! lIi



terms of expansion functions. This expansion gives the charge per unit length
around the surface of the conductor or dielectric in terms of known expansion
functions and unknown expansion coefficients. The unk;ýown coefficients are de-
termined by enforcing the boundary conditions that the tocal potential on each
conductor due to all the charge distributions must be the (arbitrary) potential

' defined earlier, and that the normal component of thp ,lisplacement vector due
to all the charge distributions must be continuous at the dielectric surfaces.
This results in a matrix equation for the coefficients which can be straight.
forwardly solved. Hence the charge distribution is known on each of the conductors.
The total charge on each conductor is then calculated by integrating the distri-

bution around the surface. The capacitance matrix [Cl is thien found from
the matrix equation,

[qf] = [C][V' (4.8.7)

where qf is the N x 1 matrix of total free charges on the N conductors, and
V is the N x l matrix of arbitrary potentials.

The per unit length inductance matrix is calculated in the case when

no dielectric is present. This is done because dielectrics have no influence
on inductance. First the capacitance matrix is determined, and then the relation-
ship L 0 or. ~~ is applied, where Co l is the Iiiverse of the capacitance
matrix with the dielectrics removed, and Po' 10 arc the permeability and per-

mittivity of free space, respectively.

Although multiconductor transmission line theory is sufficiently Ad-

vanced to permit analysis of aircraft with bundles, it is usually impractical
to do so. The main problem is the practical one of identifying how the cable runs
are configured in an aircraft. This data is often not readily available from
drawings, and is extremely difficult to obtain by a physical inspection. Also, .
for many aircraft, the layup of individual wires in a bundle is not controlled,

and data therefore is not available. In addition, the bundle arrangement and
geometry change as a function of position and it would require a greal deal of
geometrical data to facilitate modeling. Finally, even if all this data could
be obtained on a particular aircraft, the data would quite likely be different

for another aircraft of the same type,

It thus appears that the best one can hope for in the analysis of air-
craft cables i,.; approximate answers which may perhaps be statistically correct.
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Therefore one is motivated to find an alternative approach to this problem.

One approach that appears to be helpful is called the bulk
model [139,137,140). In this model, multiconductor cable bundes are approxi-

* mated by an equivalent single conductor. Simple one-conductor transmission

* line models can then be used to obtain the total current and average voltage

on this single conductor. This so-called bulk response can then be used to

estimate the response of a particular wire of interest. There are several ways

to do this. It can be done in a worst case fashion, in which one assumes that

the individual wire . .sponse is the same as the bulk response, although there *
*are certain circumstances for which this is not truly a worst case. Another

approach is to rela'6e individual wire response to the bulk response on a sta-
tistical basis £23]. The problem here, of course, is that a large data base

needs to be developed either numerically or experimentally. A third approach

is to separate the individual wire of interest from the bulk cable and solve

for its response by treating it as a single wire transmission line whose

sources are obtained from the bulk response £137). This approach is discussed
further in Chapter 5.

Finall, stuies have been done to identify theefctofag-

metrical perturbation such as bends, branches and bulkheads on cable response

[146,147). These are incorporated into transmission line codes as a change inI
the capacitance and inductance matrices at the spatial location of the per-
turbation.
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CHAPTER 5

SELECTED MODELING APPROACHES2

5.1 Introduction

In Chapters 3 and 4, various approaches available for lightning inter-

action modeling were reviewed and discussed. They all have advanta•jes and dis-

advantages in the context of the lighitning problem. In Chapter 5, the models

which were actually implemented under this effort are described. These models

are installed and operating on the ASD Computer Center at Dayton, Ohio.

The theoretical background for these models is presented here, and the actual
FORTRAN programs are discussed in detail in the user's manuals which are

published separately El, 2, 3].

5.2 External Coupling Models

The external coupling problem is of particular importance because
from it all the internal results are obtained. It is also difficult because

no one code has all the desirable features. The big tradeoff is between accu-
racy and simplicity. rhe accurate codes require considerable computer resources

and user skill, whereas simple codes don't have the desired accuracy. Because

of this, two external coupling methods have been implemented, a three-dimen-

sional finite difference code called T3DFD and a simple lumped parameter network

(LPN) model.

The T3DFD code is considered to be the best choice for the following
reasons:

1. Non-linearities in the attachment process and test configuration
can be included;

2. Has demonstrated accuracy on NEMP test programs.

3. All components for Jsand Q are included.

4. Dielectric and different skin conductivities can be accounted

for which is important for advanced composites.
5. Large apertures can be directly analyzed by gridding into them.

6. Small apertures, and thin wires and slots can be included by

special techniques.
7. Non-canonical shapes are readily analyzed.
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8. Geometrical resolution is better than oteý, nic..,)ds.

9. Futuristic approach:

a. Physics of streamer propagation and corona can be added

if known;

b. Future computers will allow even better accuracy because

the approach has no fundamental approximations or assumptions.

The code also has significant disadvantages:

1. It requires significant computer resources.

2. A skillful user is required.

3. Numerical stability is sometimes a problem (reflection from

boundary, accumulation of numerical error).

Because the T3DFD approach severely strains the cqmputer resources at I
the AFFDL Computing Center, the LPN model was chosen as an alternative.

In order to illustrate the tremendous difference in computer require-

ments, the two models are compared in Table 5.1. It is clear that the LPN cost

and complexity is about two orders of magnitude less than that of T3DFD.

Table 5.1 Comparison of T3DFD and LPN Computer Requirements
at AFFOL Computing Center for 300 ns of Problem
Time

3DFD LPN

Required 'CP Time 454 seconds 6 seconds

Elapsed Time 2 hours 6 seconds

Central Memory Requirements 44ki 0  12klo i)
Disc Space Required 197ki none

Cost per Run $200 <$1.00

SThe T3DFD code is similar to that described in Section 3.3.2. The main p'

difference is that it has been adapted to run on the AFFOL computing system.

Because of constraints in this system, the radiation boundary conditions had
to be removed. Instead, a much simpler approach using a lossy outer boundary

(by means of an impresspd air conductivity) which absorbs most of the energy,

is used.

The details of the code are described in Reference 3.
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A generalized LPN model is shown in Figure 5.1. The model can handle

3 different empennage geometries as shown. Both attached and near miss cases

can be studied. The LPN model is heuristic in its derivation and is not strictly
based on first principles. The model is developed by first computing the total
surface area of the aircraft and then finding the capacitance of a sphpre having

the same area. Then the capacitance of members such as the wings, fuselage,
tail, etc. are obtained by multiplying the total caz;jacitance by the ratio of the
member area to the total area. Each member is then made into a single conductor

transmission line, with the inductances determined from the fact that the waves
propagate at the speed of light. Each member can be made into a uniform or non-

uniform (spatially varying) transmission line, depending on the option of the
user. The model can be excited either by an attached stroke or an incident
electric field. For an incident field, the user specifies the angle of inci-

dence and polarization and the code automatically computes the correct sourceI

*It should be noted that for an aircraft over a ground plane or in

a test fixture, the Laplace equation solver discussed in Section 5.3.8.2 can be
used to directly find the capacitances of the various members. This is dis-

* cussed in mnore detail in that section.

The question naturally arises of how the results from the LPN and
T3DFD models compare. Comparisons have been done for nuclear EMP incident on
an F-16 and for a lightning stroke attached to a C-130.

The F-16 is shown in Figure 5.2, and the LPN model is shown in Figure

5.3. Because the fuselage and wing cross sections vary along their lengths,

they are modeled as non-uniform transmissioni lines. When the aircraft is

illumined by an incide-it field, there are two terms which comprise the total
solution. The first term is computed directly by the LPN model. The normal
electric field (E,) and the tangential magnetic fields (or the surface current

density 3 ) calculated by the LPN model are obtained from the calculated
voltage V n and current I n according to

K cv At

*where Cn and An are the capacitance and surface areas associated with the nth
node, and Kis a shape factor-which accounts for the charge distribution over

*the circumference (e.g., see Figure 5.28). This term is sometimes called the
* antenna response term.
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(A)

(B)

(C)

SEGMENTAT ION:

FUSELAGE: 200 ELEMENTS
WING: 100 ELEMENTS EACH

HORIZONTAL STABILIZER: 100 ELEMENTS EACH
VERTICAL STABILIZER: 100 ELEMENTS EACH

Figure 5.1 Generalized LPN Model
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In addition, there are magnetostatic (J and electrostatic (Etl) terms

approximately given by

Et= 2n
tl = 2n . i.

where n is the outward normal on the surface.

The total normal electric field and the surface current density is

then the sum of these terms.

Figures 5.4 to 5.8 illut te the comparison between the two methods.

The excitation is the standard double exponential EMP plane wave given by

EINC(t) 52 kV/m (exp (-4xlO6 t) - exp (- 4 . 7 6 xlOet)). (5.2)

The results are encouraging in that there seems to be a fair compari-

son. There is a difference in waveform details, but if one were interested main-

ly in pea.K -aalues and general waveshapes, the LPN approach would probably be

adequate.

The two models have also been compared for an attached lightning

stroke. Figure 5.9 shows the C.-130 outline and the lightning waveform, and
the T3DFD model is sbown in Figure 5.10. Figure 5.11 shows the comparison of

the tangential magnetic fields, and Figure 5.12 shows the comparison of the

normal electric fields. While there is a difference in the waveform details,

the results have good amplitude agreement and a general agreement in slope.

It is suggested that the 3DFD model be used to "calibrate" the LPN

model, as the LPN model can be used to do parameter studies, and the 3DFD

also be used to check any conclusions made by the use of the LPN model.

The magnetic fields have better agreement than the electric fields,

and although the large features of the responses are similar, there are differences
from the two methods. This is, of course, to be expected because there is about

three orders of magnitude less physics in the LPN model than in the T3DFD model.

The results can be interpreted in terms of aircraft geometry. For test point 1, K,
for example, the dip in electric f;eld after 100 ns or so is caused by the

reflection from the wire junction. There is also a corresponding current increase.
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Parameter studies were also done with T3DFD to determine the sensi-

tivity of the response to lightning current rise time. Normal electric field and

tangential magnetic field responses are shown in Figures 5.13 and 5.14, I
respectively. Obviously, the resonance behavior is greatly affected by the

rise time as is seen in these figures. The effects on aperture coupling are

demonstrated in the next section.

5.3 Internal Coupling

5.3.1 Background

The internal couolinc model consists of an executive code, EXEC, a

propagation code, PROP, and a code which solves Laplace's equation, CAPCODE.

EXEC uses operator supplied data to generate files which contain the necessary

geometric, electrical, and source information to define the cable network.

CAPMAT co:,iputos the capacitance matrices for multiconductor cables. PROP

reads these files and also the data files generated by the external coupling

codes to perform the calcLlations which determine propagation of voltageF and

currents along the network. Tc do this PROP uses subroutines associated with

the various source types. These subroutines include DIFFUS, SEAM, SLOT, APERT,
and WNGWIR. The type of source each deals with is evident by the names. The

Laplace's equation solver, CAPCODE, takes operator supplied data of wing and
wing cable cross-sections to calculate the coupling between wing surface

currents and wing cables. CAPCODE's output is to the data files which EXEC
initially creates.

The logical flow of the internal coupling model is shown in Figure

5.15.

5.3.2 Apertures

• •. The problem of choosing an aperture model is similar to that of selecting

an external coupling model. There simply is not a model that has all of the
desirable features. Again, the main tradeoff is between having a relatively

accurate complex approach or an inaccurate simple approach. As in the

external coupling case, two approaches are selected.

The first approach involves the use of the uniqueness theorem anO the

finite difference approach as discussed in Section 4.1. This approach is complex
'rid does not lend itself to be a readily user oriented approach. That is, a
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FM

universal code that can cover all cases of interest without sophisticated

modifications cannot yet really be developed. The basic structure of the finite

difference equations can be provided, but the user has to implement the

boundary conditions and determine the size of his problem space for the aperture.

The other approach is much simpler, but does not accurately represerit

the problem geometry. This approach assumes the presence of a line conductor

near a single aperture. The line conductor and the conducting sheet containing

the aperture form a transmission line. For an electrically small aperture the

effect of the aperture on the transmission line model can be represented by an

equivalent circuit. Figure 5.16 shows the physical geometry and the equivalent

circuit. The sources can be written,

v h e aeq at "o 2 ex cm *Hsc
h'0 (5.3.2.1)

leq at 'o 2 Zc Esc
~f 0

The inductance and capacitance of the aperture are given by,
2

La =po'm,xx hR2

2 (5.3.2.2)

C e hCa :-.0 -- 2 2

Zc 4
In the above equations, Zc is the characteristic impedance of the transmission

line and Zo the free space impedance. am and ae are the magnetic and electric

aperture polarizabilities, examples of which are shown in Table 5.2. The tensor
product in the equation for Veq is simply a geometric factor combining the

orientations of wire, aperture, and surface current to reduce the voltage

source to toe appropriate value.

The lumped circuit elements La and C are neglected in the model used

by the propagation code, as they produce only minor perturbations in the lumped

transmission line elements.

An example calculation has been done by employing the uniqueness theorem

to solve for a cable response inside a C-130 aircraft struck by lightning.
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Figure 5.16 Equivalent Circuit of a Small Hole (Ro >> Hole's
Dimensions) [109]

The analytical procedure followed consists of three main steps. The first

step is to short the aperture and solve for the fields external to the structure.

This is done With a finite difference code using a rather coarse gridding.

At each time step of the finite difference code the fields on a surface

surrounding the eventual position of the aperture are stored. These stored

fields are necessary to determine boundary conditions when the aperture is

opened.

The second step is to shrink the gridding down to a size that is

compatible with adequate modeling of the aperture. Hence it should be fine

enough that several grid points fall within the now open aperture. The stored

fields from step one serve as boundary conditions for the finer grid. Shrinking

the grid introduced two problems. The first is that the finer grid has more

points on its boundary than the coarse grid that was stored, so it is necessary

to interpolate for the additional points. Secondly, the finer gridding usually

249

"-h

+•:•...... • ...... ..t:+,i:'?.• ... " "



tis m A A.

04 "

0, m

~rt

0Q '1

*R N

-ISg

rt

I-h CD
0 -n

Co
~fI -0

25n.



demands a smaller time step in the finite difference process, thus interpolation

between stored time steps is necessary.

The third step in the analytic procedure is to again solve for the

fields inside the cavity in a finite difference fashion using the finer grid and

the stored, interpolated boundary conditions. The uniqueness theorem implies

that the internal fields are correct, assuming that the presence of the aperture

does not significantly affect the boundary fields. This approximation should

be valid if the boundary is kept far from the aperture.

In th1eory the procedure just described is easy to follow. Practically,

however, there are difficulties, the largest of which concerns the shrinking

of the finite difference grid. Because of boundary condition considerations,

external codes are written using tangential magnetic fields on the boundaries

as shown in Figure 5.17. The code which solves for the internal fields in step
three above is written most conveniently in terms of tangential electric

field boundary conditions, since these are zero on the meta) walls. This method

for solving Maxwell's equations is shown in Figure 5.18. The transformation

from Figure 5.17 to Figure 5.18 involves a shifting of one-half a spatial cell

size in each of the orthogonal directions. This introduces a difficulty in

determining exactly where the boundaries and the metallic structure are positioned,

and in making sure all edges mesh together correctly.

The example presented here is that of the cockpit of a C-130 aircraft.

Trhe code used to solve for the external fields was T3DFDB which is essentially

the external code T30FD with a patch to store the needed boundary fields. A

listing of T3DFDB is given in Appendix A of Reference 3. The boundary chosen

for the example is shown in Figure 5.19. The aperture used, the cockpit window,

is the patched area in the figure. The code EXPAND, also listed in Appendix A

cf Reference 3, was used to interpolate the boundary fields in time. The re-
sulting data file containing the boundary fields at each time step contained
appruximately 300 k words; clearly storage requirements.,for this method are

somewhat ex~tensive. The interior code COCKPIT, also given in Appendix A of

Reference 3, was used to solve for fields at various points inside the cockpit.

COCKPIT also incorporates a cable bundle two inches in diameter running ver- I'

tically in the cockpit approximately 1.3 meters b~hind the window. Matikinri

resistances were placed on the ends, and the voltage and current at the top

end of the wire were calculated.A
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1
The example was run for three lightning current wave shapes, all

current injected at the nose of the aircraft, exiting the tail, and of

peak magnitude 53 kA. The three wave shapes had rise times of 30, 90, and 200

nsec. It was expected that the largest response would be seen inside the

cockpit for the 30 nsec pulse because its high frequency components should

most easily penetrate the aperture. This proved to be the case, as Figures

"[ 5.20 and 5.21 illustrate. These figures show the voltage and current at the

t 'top end of the wire described previously. It should also be noted that the

; "source rise time affects both the amplitude and the wave shape. Inspection

of the responses shows cycle times which can be related to the cavity

dimensions shown in Figure 5.19. It is also evident that there are modal

interference patterns in the response, which may tend to obscure individual

modal frequencies.

5.3.3 Seams and Joints

The interior cable propagation code uses a very simple model for
seams. The transfer impedance of the seam, ZT, is an operator defined Quantity
which is then combined with the calculated external current density to produce

an internal voltage drop across the seam:

Vint T ext (5.3.3.1)

ZT = R + j(,L. (1.3.3.2)

'lere, I is the resistive part of ZT in ohm-m, and L the inductive part in

henry-m. In the time domain, the voltage becomes

V (t) = RJ (t) + L-• J Wt). (35.3.3.3)

m.t ext at ext

The model assumes that an interior cable is running near the

seam, so Vint(t) is transformed to an electric field and acts on the cable

as a driving source. The transformation of Vi n(t) is accomplished by

assuming that this voltage acts uniformly on the nearest spatial element

of the finite-differenced interior cable. Hence the electric field affect-

ing that element is given by
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E int(t) Vint(t)/AX, (5.3.3.4)

where AX is the length in meters of the spatial element. This electric

field is assumed to be 4 -qential to the cable and is the seam source that

is used by the transmil Jn line equations.

5.3.4 Cracks an6 Slots

The rlot model u.ed by L. ,iternal propagation code is describcd

in detail in Sect Vr, 4.3.

The user defines the slot width and height in meters. The code

calculates the fatr.ss parameter given by

8h 8ho = 2z.nw

where h is the slot height, and w Its width. The code then calculates the slot

inductance using the formula,

06 h (.meters_I~~ ~~ Lslut (henries) .. ,.....'

The intcrnal fiuld implied by the voltage drop across the slot

is`hnn calcul..ited froin

E mt 2hL '*j ext I
int slot At 1X

-here Jext i; the external current density read from the external coup',ing

file, and AX is the length in meters of the spatial ll of the internal cable.
i'is electric field is then used as a source for one spatial cell in the .

transmission line equations. The cable is assumed to run directly behind the

slot, and the slot field acts uniformly on the spatial cell nearest the slot 3.1

and no. 3n any other spatial cells.

5A3.EF Diffusion

"The diffusion model used by the internal propagation code assumes

a locally olane shield of conductivity a and thickness d. The subroutine

nIFFUS uses these parameters t.s input data along with the current density on

the shield and calculates the induced electric field on the interior of the

shield. This electric field is then used a. a source to drive the internal

cables which run behind tle shield.

7'
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The basis for the model is the transfer impedance for a planar

shield. In the fr'equL .-y tmain this transfer impedance has the form,
Km/°mI

ZT(w) sin md (5.3.5.1)

where Km is the propagation constant in the shield, am the shield's con-

ductivity, and d its thickness. The first step is to transform ZT(w) into

the time domain. Equation (5.3.5.1) is not in a convenient form to do this, so

it needs to be rewritten. The sine can be written in infi.nite product form

to give

R0 C An

ZT(W) 0. n (5.3.5.2)

' (l+JW/w ) n-l
n I + n~~ 1 nn2d2lm

where , n d d p and p is the permeability. The An'S are determined

by allowino to approach j.,.n

This results i.

S2(-l)n+I'R (5.3.5.3)
AnA

The ZT(w) cati be written

4ZT() 2R° Z T (5.3.5.4)

The electric field response on the inside of the shield is, from

the definition of transfer impedance,

2R (')n4-l
( Xm- J (W) (5.3.5.5)

tNow artificially split ET into sepa-ate terms, with each term

corresponding to a given n. This allows equation (5.3.5.5) to be rewritten:
l , ,,, 2Ro(. )n~l !i

E(w) . En) 0 , (') (5.3.5.6) K
n1l n-l n
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Then equating terms of equal index,
Ro_)n+l

2R 0(-l)1
SE(W) Gn J(•) ( 5.7)

n

or,

(l+jw•/( ) E (w) ?R (-1)n 1J (,), (5.3.5.8)
n n 0 S

Equation (5.3.5.8) is finally in an appropriate form to transform

to time domain. Recognizing that jw transforms to i, (5.3.5.8) becomes

1...• E (t) + E (t) = 2R (-l)n+l Js(t) (5.3.5.W)

CO at n n 0 s(n @

This is a first order linear differential equation and is

therefore readily integrable. t
En (t) e-o WndtjE(O) +- 2wnRo(-)I+l J(t') e 6 wn dt'1 (5.3.5.10)

Assuming E n(O) 0, t
(_,)n+lf +

En(t) = 2w nR 0o JS e"n (t-t') . (5.3.5.10)

To find the total electric field the En's are summed over

all n.
- (t-t')

E(t) = • E (t) = X 2w R (-l)n+l' J (t') e n dt' (5.3.5.11)n ~ n W -I s
n=1 n=ln

tl) 2e"(n ~t't' dt' (5.3.5.12)Et ,R0o s n=l (lt~ne i t

In (5.3.5.12), wn = •n 2 . The quantity in square brackets is simply a function

of ,%(t-t'), which can .e relabelled f(t-t'). f has been evaluated numerically

and tabulated by EMA. 1he subroutine DIFFUS deals with f by piece-wise

approximating the tabulated values of f, wvhich are internally stored.

It may be noted that the total electric field in the time domain

is simply the convolution integral of the surface current density over the

function f. A general property of the integral is that response of the interior
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field lags behind the driving surface current density by some time At. This

corresponds physically to the time necessary for the field to diffuse through

the shield.

It should also be noted that the function f is not solely depen-

dent on t-t' , but also on a, which is a parameter depending on the properties

2
of the shield. Specifically, T ~ --- so the time lag mentioned above

depends strongly on the shield characteristics, as would be expected.

5.3.6 Radomes

Because of geometric complexity, it is probably not possible to accu-
rately analyze a given particular conductor in a radome area. The only approach

that appears useful is to try to obtain a typical or worst case response. In

such an approach, the analyst would obtain the electric and magnetic fields
in the radome region from the external coupting approach. This Lben could be
combined with a simple small loop or monopole antenna model for a conductor
in the radome region and currents and voltages can thus be estimated. This
approach can be done by simple hand analysis, once the external couplingI
response has been determined.

5.3.7 Deliberate Antennas

Because of many different types of deliberate antennas which are
deployed on aircraft it is not possible to incorporate such a myriad of models
in the general coupling case. Specific models for several types of antennas

are given in [109). It is likely that an antenna other than that discussed

there may require analysis. In that case, a specific model would have to be

developed.

5.3.8 Wing Wiring

5.3.8.1 Introduction
The calculation of coupling between currents flowing on aircraft

wings and exposed wing wiring is done using CAPOODE, a computer code which
numerically solves Laplace's equation for arbitrarily shaped~ two-dimensional
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conductors. The input required by CAPCODE is the shape of the conductors,
and its output includes the per-unit-length capacitance matrix, charge density
distributions, and coupling parameters. These outputs are used by the internal
propagation code PROP to calculate source terms for wires running along the

wings.

5.3.8.2 Theoretical Basis for CAPCOGE

CAPCODE is a computer program which calculates the per-unit-length
capacitance matrix for an arbitrary multiconductor transmission line. The

code's main use is in determining the coupling between wing currents and exposed
wing wiring. Another possible use is in the calculation of capacitance and
inductance elements for lumped parameter network (LPN) modeling.

CAPCODE solves for the capacitance matrix of an arbitrary array of

two dimensional conductors by numerically solving Laplace's equation in two
dimensions. The discussion of analytical procedure fullows that of Licking

[145].

Eor a multiconductor transmission line of N+l conductors where the
N+l th conductor is chosen as the reference conductor (ground), the elements

of the per-unit-length capacitance matrix are defined as follows:

C = the pbr-unit.-length self capacitance of the ith

conductor and is numerically equal to the charge per unit

length on the i'th conductor when it is at one volt

potential, and all other conductors are at zero potential

with respect to the reference conductor.

Cij = the per-unit-length mutual capacitance between the

i'th and j'th conductors and is numerically equal to the .

charge per unit length on the i'th conductor when the 'th

conductor is at one volt potential, and the rest of the

conductors are at zero potential with respect to the reference

conductor.

The capacitance matrix elements are further constrained by the

K

following:
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C.> 0 for all i

Cij <0 for all i # j

N

I _> 0 for all i
*Cij =1

j=l

* The solution of Laplace's equation proceeds by assuming that each

conductor boundary consists of a finite number of line charges and using

Gauss' law to solve the resulting potential problem. From Gauss' law, the

potential at an observation point (Xv, Yv) due to a line charge of density p.

at (X,Y) (Figure 5.22) is,
p• (Xo-Xx)2 + (y.y2

@v(xvYv) = In (Xv'X) 2 + (yv-y)2 (5.3.8.1)
v v v 271 (xx

where i; is the permittivity of the dielectric material and (Xo,Yo) is a point

where the potential is zero.

Now consider a conductor of arbitrary cross-section, uniform along

the conductor (Figure 5.23), with a surface charge density p(x,y) which is

constant along the length of the line. Then the potential at the observation

point is,

p (X,y) -X)2+(y 2

•v(P vYv) = tc - In n dl (5.2.8.2)v v c 47t (Xv-X)2+(Y v-Y)2

This ib now a line integral around the closed contour C defined by the cross-

section of the conductor. For a system of N+l conductors (Figure 5.24), the

potential at the observation point becomes,

N+v vxoyv)2+ Nyo..y2

(Ix y X(X,.y)12n y-0 dl (5.3.8.3)

211 Ex
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(Xv, Yv)

p(X. O(XO, YY)

I /

[ ~x '
Figure 5.22 Geometry Near the Linc Charge pr

P (x _Y)

I

Figure 5.23 Cross-Secýlon of A Cunductor
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Figure 5.24 Cross-Section of N+l Conductors

If x and y are chosen such that x, y>> r 'where rr. is the radius of a circle

that encloses all the conductors, equation (5.3.8.3) can be simplified:

N+l
Ifc)i~i(x, y) 1n I(x'x) 2+(yn'Y) 2 dl

N+l

C, fcj Pi(x'y)ln(o 2 +Y 2 )dl

• I
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N+l
=l~N +yI

= 0n(xo +Y )ýf (x,y)dl

N+l

=n(x (.3.8.4)

In (5.3.8.4) qi is the total charge per unit length on the i'th conductor.

By requiring that the total charge of the system of conductors be zero,

(5.3.8.3) simplifies to,

N+l
Ic .. xy'l [ ~ 2~ Y)2]

0v (Xv'Yv)4 f " 4 X'l (5.3.8.5)

This equation is an integral equation for the unknown pj(xy), ir1, 2,...

N+1. By placing the observation point on the surface of the k'th conductor

and observing that its potential is constant over its surface, a system of

N+1 integral equations can be written,
N+l

Vki(Xy)ln (x dl, (5.3.8.6)

for k.=l, 2,... ,N+1

Here Vk is the constant potential of the k'th conductor.

Capacitance calculations are done by dividing the N•l conductors

into two groups and assigning a potential difference of one volt between the

two groups (all conductors in a jroup are held at the same potential). To

determine the capacitance matrix,one conductor at a time is raised to the

one volt potential with all the rest being held at the reference potential.

To solve the system of integral equatioi;s (5.3.8.6) the following

procedure is used. Focusing on the i'th conductor, the contour C1 is

broken into mi subcontours (Figure 5.25) and pi(x,y) is assumed to be uniform

and equal topqi over the subintervdl Cqj for a=l,2,...,m . By placing

the observation po'6it at (x ,y Zp in the e'th subinterval of p, the

fol.ow1,in set of linear equations is c.,talned:
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The desired caipacitance is given byr

i=i q=1 qifc

Define Yzpqi by,

Ykpqj c qi nt(xiPx)2+(y, -Y)2]dt. (5. 3.8.9)

(5.3.8.7) can now be written as a matrix equation and is shown a2s (5.3-8.10)

on the next page.I
(5.3.8.10) is a set of simultaneous linear algebr~aic equations and

is solved by the Gauss-Jordan elimination method. The solution of (5.3.8.13)

qives the distribution of charge density on the conductors from which the

desired capacitance can be calculated using (5.3.8.8).

point geeaie conauctor shapes are read into CAPCOUE as a sL~ries of
poits nd he hap 'econstructed by drawing straight li nes between the points.

Because of this (5.3.8.9) for yztpqi can be performied analytically, since the

line integral ~is done along a st,*alght line. If the line in-cogral is done between
points (xl, y1) and (x2, Y2), and the 11no is represented by y =al,'+b, ycan

be written,

yzpqi u kn(u2 + k2) -2u + 2k tan-1  + h

2*a

[u~ ~ ~ a2(U 
+2 ++2X

1 +~~2 (b?2,, + 2abZa k2bY0

wW~en (a ay
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The special case for which xI : x2 is handled separately. For this case,

Yýpqi = u 'nu 2  (x 2  X~p)2] . 2u + 2(x 2 -xp)

+ 2 (x 2  - x •p) tan - Iy yyx (5.3.8.12)

Yl "Yzp ,

The details of the implementation of CAPCODE are described in the

user s manual for the internal propagation codes.

b.3.8.3 Example Problem Using CAPCODE

An example problem of an airfoil shape with a circular cable is pre-

sente~d hre to demonstrate the usefulness of CAPCODE. Figure 5.26 illustrates

the ulmensions used in the calculation. Not shown in the figure is the reference

conducLer which was taken to be a large square enclosing the airfoil and
approximately 20 meters from 'it in all directions. The cable is modeled with

20 points equally spaced around the perimeter. The airfoil is modeled by 39

Points. These are clustered more densely around sharp edges and near the cable

it) order to adequately resolve the expected concentration of charge in these

areds. The reference square is modeled by 16 points which are again equally

spaced around the perimeter.

CAPCODE calculates the capacitance matrix by first impressing one

volt on the cable and holding the airfoil at the reference potential. The

"charge distributions which then result determine one column of the capacitance

"matrix. The other column is obtained by impressing one volt on the airfoil

and holding the cable at the reference putential. The resulting matrix is

below.

= 9.3116 x 10-11 -9.3045 x 10-11 (5.3.8.13)

x 10-11 1.1016 x 10-10j

The charge density distributions for the case of the cable at -ne volt

and the airfoil at the reference potential are shown in Figures 5.27 and 5.28. ,

The abscissa represents distance along the perimeter of the conductor, and the

letters are provided for position referernces. The letter key for the airfoil

distribution is provided 3n Figure S.26.
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To determine the actual charge distribution on the airfoil when a

current is flowing along the wing, CAPCODE impresses one volt potentia' with
respect to the reference on both the airfoil and the cable. The calculated

distributions are shown in Figures 5.29 and 5.30. The letter keys are the same

as in Figures 5.27 and 5.28. Figure 5.30 confirms the well known result that the

charge tends to concentrate at sharp edges, and most of the current will flow

along these edges. Distributions of thiE type are used to calculate the coupling

parameters between the external wing currents and the wing cable as is discussed

in the next section.

5.3.8.4 Determination of Coupling Parameters

The source on the wing cable is a voltage source per unit length,

V5 (t), which is determined by the time derivative of the magnetic flux

linking the airfoil and the cable. This can be written,

V (t) = K It (5.3.8.14)s s o at

The parameter K~ is determined from the charge distribution on the airfoil and

is a measure of' the fraction of the total current which is Flowing on the wing

near the cable and relates the magnetic field to the total current. Only the

current near the cable contributes significantly to the magnetic flux linking
tecable and the wing, so KSis included in (5.3.8.14) to reflect this fact.

Kis calculated by normalizing the integral of the charge distribution on the

airfoil (Figure 5.30) to unity, then reading the charge density from the

normalized distribution at the point nearest the cable. This is the parameter

K . This procedure is somewhat arbitrary, and it may be more accurate to take

an average value for all points on the airfoil near the cable. The method out-

lined here is used for reasons of simplicity. The right hand scale of Figure 5.30

gives the parameter K for all points on the airfoil. Values of K' in the

vicinity of C and D need to be obtained from the computer output directly,

because they are too small to be read from the graph.
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5.3.9 Internal Cable Propagation Model

The method used by the internal propagation codes PROP and EXEC

is that of a single wire transmission line. The characteristics of the single

wire are chosen in such a way that the response of the single wire line

approximates that of the bulk nr common mode response of a more realistic cable
S

bundle. The response of a single wire in the bundle is then determined by
assuming weak coupling between the bulk cable and the single wire.

The response of the bulk cable network is determined by solving

the time dependent transmission line equations:

,IB + RVB inc

SLB - +t RB IB a +E

aVB IB (5.3.9.1)

B at GB VBx

In these equations L, R, C, G, V and I refer to inductance, resistance,

capacitance, conductance, voltage, and current, respectively. The subscript B

refers to bulk quantities, and L, C, R, and G are per unit length quantities.

Enc refers to the tangential electric field in the position of the wire,Ex

which acts as the source.

To be absolutely correct, (5.3.9.1) are not solved for the network

as a whole, but for each individual cable segment in the network. Branch

points and terminations must be treated somewhat differently. Branch points j
are dealt with by doing a Kirchoff analysis 'of the currents flowing

into and out of the point. Terminatiotis use the equations I = ± Gt

Vterrn where the sign depends on which end of the cable segment includes

the termination.

"To solve these equations, rc6ntral differencing is done on the

variables IB and VB. Then the resulting difference equations are stepped

forward in time. These equations are written below.

I 1BL n(i~l) - \In (i) AR
'Bn(i) x TxiB B-1-t"w $ (i) G.) 1i n+l . n+l * )II/ 4B ) /> (5.3.9.2)C ~ B !B lI~ (i)- In (i..l +B

VB+I 2) 6 x B A

277



In the above equations n refers to the number of the time step,

and i to the spatial element that is being advanced. The procedure followed

is to advance all the currents one bt by using the previous currents and

previous voltages. Then all the voltages are advanced using the previous vol-

tages and the currents which were just calculated. The scheme is stable as

long as > V, where V is the speed of propagation of the signal along the
line. The condition simply states that the numerical speed of propagation must

be greater than the physical speed in order for equation (5.3.9.2) to give a

stable solutiui|.

The bulk transmission line parameters can be entered into the

propagation codes in either of two ways. The first is for the user to simply
make some estimate of their values and define them. The second is to make use

of subroutine CAPMAT and have the code calculate the bulk capacitance and
inductance. The details on how to accomplish this are described in the user's
manual for the internal propagation codes. CAPMAT first calculates the Maxwell

capacitance matrix for the multiconductor cable including the dielectric. then

sums the elements of this matrix to get C.. The calculation is then redone for

the wires without the dielectric and another capacitance matrix is found. This

matrix is also summed to get CBO for the bare wires. In this case the propagation

veclocity is c, the speed of light, so L can be found from L 1
vecocty s , B LB --L

Because the inductance is unaffected by the presence of the

dielectric, this LB also applies to the case with dielectric covered wires.
The propagation velocity for the dielectric covered wires can be found from

V = l and the bulk impedance from ZB = LB/CB. i

After the bulk cable response has been determined the voltage and

current on a single wire can be found by applying the assumption of weak K

coupling. The assumption made is that the single wire response is solely

determined by coupling to the bulk cable, but the bulk ceble is unaffected

by the single wire.

The starting point in the derivation of the single wire equations

is the multiconductor transmission line equations: A
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ax n nmt Vm
=-V .2.i (5.3.9.3)

ax n nmat m

The capacitance and inductance matrices are here represented in indicial

notation, and no sources are included, because the single wire will be driven

solely by coupling to the bulk cable. I and V are now N x I matrices for the

individual wire currents and voltages, where N is the number of wires in

the cable bundle. To study the response of a single wire, let n = 1, in

equations (5.3.9.3).

ax I = "m VmS(5.3.9.4)
Tx V, -Ll at Im !

Separating out the contribution from m = 1 on the right,

BI + Cl V N .VaR1  = Vl "
ax 11 at 1 mý2 lm ( 9 m

(5.3.9.5) :

N a
a Vl + L 1 * = L L ,mT"X 1 -1at II Mý 1m Tt Im <

m=2 .

The assumption is now made that the cable is random lay, meaning

diagonal elements of Cnm and Lnm are averaged, as are the off-diagonal

elements. I
N i

Tav + at o at N
ax I I C1  II- -Lo 2" Vm

m= 2

In (5.3.9.6) CO and L are the average off-diagonal elements of Cnm and

Lnm. Because the bulk current and voltage on the cable are given bynm N
I B . MZ I M

N (5.3.9.7)

1 1 ml VmVB Ir 1 " ml
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the single wire equations can be rewritte-n.

I + (C11  - Co)- = . NC0  - VB

TX 1+C 11  L0 )at0Ia - EBI (5.3.9.8)
SVl + (L1 Lo I

These equations use the bulk current and voltage, calculated earlier from

(5.3.9.2) as sources for the single wire response. The single wire

equations are also very similar formally and could be solved in much the

same way as the bulk equations. However, the fact that the sources are time

derivatives allows one time integration to be done. Integrating from 0 to t,

+

X- II dt' + (C1 - Co) V1 =-NCe VB
B + (5.3.9.9)

V dt' + (L1 l - Lo) L = I

These equations allow V and I to be evaluated directly provided their

integrals over time are known. The integrals can be evaluated in a running

fashion if one again time steps the equations, evaluating V1 and 1, at eachIA
time step. The advantage of this method is that fewer calculations need to be

done at each time step. The solutions are identical to those obtained by

straightforward finite-differencing techniques, and therefore the above

technique is used to reduce run time.

Examples of internal propagation calculations are contained in

the user's manual [1].

SO
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I-CHAPTER 6

Y CONCLUS IONS

The problem of modeling the electromagnetic coupling aspects of

the lightning/aircraft interaction event is just beginning to get the

attention it requires. Even apart from the usual problems associated with

linear electromagnetic scattering, the lightning interaction problem poses

fundamental questions yet to be addressed in a significant manner. The

largest issue is that of corona and streamer formation and their effects
upon coupling. These are nonlinear problems whose physical processes do

not yet allow satisfactory, proven models. The big gap, of course, is the

lack of definitive experimental data which can be used to check any theories

which are advanced. Obtaining such data is of course a difficult task, yet

this is the objective of on-going flight test programs, and it is hoped that

proper interpretation of this test data will lead to new insights in this area.

In addition, the whole process of attachment is similarly mnade-
qoately understood. In addition to the nonlinear aspects just mentioned,

there are fundamental questions regarding how large the rate of change of
electric field is or can be during this event. Such information is needed

if a meaningful specification is ever to be developed. Again, experimental

data is lacking.

The requirements that lightning imposes on coupling modeling are

severe. In addition to the nonlinear problem, there also is the problem of

early and late time effects, both of which can provide real hazards to air-

craft. Including the arc channel impedance in the model is also a problem,
in that the channel's electromagnetic properties are ill defined. Apart from

nonlineerities, the external coupling problem is more understood than the

internal coupling or cable propagation problems. The internal coupling prob-

lem is not as technologically advanced, and suffers from the inability to model

real geometries associated wit-h apertures, radomes, and other penetrations.

Although the formalism for cable propagation is fairly mature, it really can-I

not be used to obtain accurate answers because of the problem of obtaining
meaningful in~put data (i.e., cable geometry and source terms), so that

approximate met'hods are appropriate here also.
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APPENDIX A ":
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